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Chapter I
Introduction

Molecules which are electronically excited through
optical excitation are only quasistationary and have
two mechanisms of decay: radiative and non-radiative.
Experimentally, the measurable properties of excited
molecules are related to their radiative properties of
absorption and emission. In the gas phase, the absor-
ption coefficient, quantum yield and lifetime can be
measured. In certain experiments, polarization infor-
mation can also be obtained. In Chapters II and III
the experimental procedures are discussed in detail.

The radiative properties of excited molecules are
well understood and the measured quantities are thus
used to probe the dynamics of the non-radiative pro-
cesses. In contrast to the radiative process, there
exists a large variety of non-radiative processes, If
the final state of the transition has a different spin
from the initial state, the process is called intersystems
crossing (ISC). If the spin of the two states is the
same, the process is called intermal conversion (IC).
However, if there are large geometry changes, the
process is also one of isomerization. It is also possible
for the molecule to break up via predissociation or
unimolecular reaction. At very high energies, electrons

can be emitted wvia auto- or direct ionization.



ISC and IC are the most common non-radiative pro-
cesses in large, isolated molecules. For diatomic mol-
ecules, predissociation is dominant. For non-isolated
molecules, energy transfer and chemical reaction also

occur. The non-radiative process depends on the nature

of the electronic, vibrational and rotational states
which are excited. The experimental evidence relating
to this is discussed in Chapters IV and V.

The ground state rotational levels form a Boltz-
mann distribution. This can not be assumed for the
excited states unless a very large bandwidth or high
pressures are used. The initial rotational distribution
in the excited state is discussed in Chapter VI and the
factors which can alter the distribution, in Chapter VII.

Unless single ro-vibronic states are excited, the
observed molecular properties are related to the
prepared ensemble of states. For an ensemble, the

standard formulas

kK, s ¢/
and knr = ({- ¢)//¢r

are not generally applicable. An excited state ensemble
must be described by a Master Equation. The Master
Equation valid for pulsed excitation is discussed in
Chapter VIII. The final solutions are somewhat simplified
by the assumption of a constant microscopic radiative

rate constant as discussed in Chapter IX.
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The microscopic non-radiative rate constants are,
in general, different for each excited molecular state.
The rate constants depend on the interaction matrix
elements connecting the initial and final states. The
electronic and vibrational coupling terms and the zero-
order Hamiltonian for the molecular states are discessed
in Chapter X.

Non-radiative processes are subject to two very
important conservation laws. The first is conservation
of total angular momentum. No process in the isolated
molecule is allowed to change J, the total angular mom-
entum including spin, or P, its projection on the mol-
ecular z axis. Thus, the selection rules A J = 0 and
AprP=o0 apply. The second is conservation on energy.
The final state of the transition must have the same ene-
rgy as the initial state. This is somewhat relaxed via
the Heisenberg uncertainty principle which only requires
energy matching to within initial and final state
natural linewidths.

The requirement of isoenergetic initial and final
states in a non-radiative process is paralleled in the
radiative process with the requirement that the energy
difference of initial and final states equals the photon
energy. The full implications of this have not, in
general, been recognized in the various theories of
non-radiative processes. The most important theories

are reviewed in Chaptér XT.
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In absorption, it is well known that wvarious rot-
ational transitions of a single vibronic band do not
occur at the same transition energy. This is also true
for transitions obeying the selection rules 4 J = O and

4K = 0, One reason for this is the different inertial
constants of the two electronic states, Likewise, in a
non-radiative process the energy difference of the
initial and final rotational states can not be considered
constant. The rotational energy difference, which is
accounted for by a change in photon energy in a radiative
process, must be made up by a change in the wvibrational
energy in a non-radiative process. This represents
a change in the effective energy gap due to rotational
excitation.

In Chapter XII, the rotational dependence in non~
radiative processes is discussed. Both the effects of
the rotational energy difference and the consequences
of the selection rules &J = O andA? = 0 are analyzed
in detail. Model calculations for T, <—s1 ISC in
naphthalene,h8 employing the full Master equation
solutions and rotational dependence in the non-radiative

rate constant are presented in Chapter XIV.



Chapter II
Historical Background: Quantum Yield and

Lifetime Techniques

Quantum yields in the solid and liquid phases have
a long history and good reviews are available.1 The
first direct measurement of absolute gas phase quantum
yields was made by Noyes, et al.2 on benzene at 10 torr.
This measurement has been taken as the reference standard
for most other gas phase Works-10 and thus deserves
special consideration.

Noyes' experimental setup consisted of a long cell
with extended entrance and exit windows which allowed
the simultaneous determination of emission and absorption
spectra. The fraction of absorbed radiation, f, was
measured with an RCA 935 and given by the equation
f = (i4 - i5)/i4 where i, was the phototube current with
vacuum in the cell and i5 the current with the sample.

The fluorescence was measured with an RCA 1P28. The

signal, was corrected for both scattered light and

if,
PM dark current. The photocathode was restricted to an
area of constant sensitivity allowing fluorescence to
be observed with a collection efficiency of 0.00263%,
The relative gain of the tube was corrected for the
spectral shift in emission with sodium salicylate thin

films. An additional wvalue, Ty accounted for the

absorption within the cell. The combined factors



allowed the quantum yvield to be written as

¢ = 190 i, ig / (3, - i)dr, .
The error in this experiment was given as 20% and is
thus the minimum error of all experiments using the
reported value of 0.18 as the reference standard.

In addition to the work of Noyes, the only other

absolute determination of a gas phase quantum yield
without a reference standard was that of v. Weyssenhoff

.11'12 on aniline and substituted anilines. In

et al
his experiment a single, movable detector was used to
monitor fluorescence and transmitted light intensity.
The detector comnsisted of an RCA C31000E photomultiplier
used in conjunction with an aqueous fluorescein quantum
converter. Transmitted intensity was reduced with
neﬁtral density filters. Hence the calibration was
transfered from one of measuring relative PM gain to
one of measuring reflections and transmissions of filters.
Circular apertures were used to carefully define the
emission collection geometry.

Quantum yield measurements were extended to single
vibronic levels by Parmenter and Schuyler.13 They
first measured benzene excited to the 61 and 6111 1evels
of 51 using integrated SVL fluorescence spectra and the

high pressure quantum yields of Noyes. The quantum

yields were given by the equation

4} = 0.18 ISVL / IBv::lz .

[opY



Methods similar to this, using the above equation, have
been employed to measure SVL quantum yields of naphth-
7,14

alene and substituted benzenes.zk'5 Note that this
method often assumes a constant photomultiplier response,
a condition which is generally provided only by quantum
converters.

A variant of this method employs single photon
counting.6_8 Intensities in this case correspond to the
accumulated count from the fluorescence PM, However,
extreme care must be taken in such experiments since
the photon counting electronics samples only a restricted
region of the entire Poisson distribution, This dist-
ribution depends on the entire detection electronics
and especially the discriminator settings which must
be kept constant during all calibrations and measure-
ments. |

The measurement of lifetimes requires that the
decay of the sample be timed relative to a time signal
impressed on the excitation source., The excitation may
be either pulsed or continuous, In the latter case
the intensity must be modulated and the signal will be
in the form of a phase shift relative to the source.
This method was introduced by Gavolia in 1926.15

The phase shift signal is related to the lifetime
by the equation

tan 6 Yw

where & is +he phase angle and (&2 the modulation

~1
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frequency. Detection may be analogl6’ or via single

photon correlation.18 The first measurement of gas
phase fluorescence lifetimes using this method was
made by Schlag and ﬁon Weyssenhoff.17

In the case of pulsed excitation, it is also
possible to have either amalog or single photon signals.
In either case, the fluorescence is monitored directly
in real time, in contrast to the phase shift technique
which performes the measurement in Fourier space. The
first measurement of fluorescence decay in the nano-
second region was made by Phillips and Swank in 195319
using X~rays. Accurate lifetime measurements in the
visible using a pulsed excitation source were made by
Brody20 in 1957.

The single photon counting lifetime technique has

oy
21,22 and the

been widely discussed in the literature
apparatus can be constructed entirely from commer<cial
components. However, to function properly the technique
demands a low excitation source intensity. This, in
turn, often demands very long data collection times.

The use of pulsed laser excitation often produces
enough excited molecules to allow the collection of a
decay curve with a single shot. In the case of very
low quantum yields, a good curve can be collected by
summing over multiple laser shots. With the advent of

the tunable, pulsed dye laser, this method is replacing

all previous methods,
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Chapter III

Experimental

Introduction: Experimental setup

The experiment was constructed so that absolute
quantum yields and lifetimes could be simaltaneously
measured. The experimental setup is shown on Fig. 1.
The excitation source was a flashlamp pumped dye laser
operated with Rhodamine 6G. The laser had a resolution
of 120000 in the UV after frequency doubling with a KDP
crystal. An extermal Pockel cell chopped the laser
pulse to 50 nsec with 2 nsec rise and fall times.

The cell consisted of a well baffled fluorescence
cell ahead of a multiple path absorption cell with
adjustable path length ( up to 10 meters ). The two
cells were connected to each other via O-rings and
stainless steel flanges. Thus they contained the same
gas at the same pressure at all times. The absorption
path length was adjusted so that the laser light would
be approximately half absorbed within the entire cell.

The initial laser intensity and cell transmission
were monitored with RCA 1P28's and the fluorescence with
an Amperex 56 DUVP., The anode signal of each PM was
electronically integrated to give a signal proportional
to the total pulse intensity. The integrated signals
were digitized and transferred to a PDP 11/45 for on-

line analysis of absorption and quantum yield. The time

11
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response of the fluorescence was monitored via the last
dynode of the 56 DUVP, The time response curve was
digitized on a Tektronix WP2221 transient digitizer and
transferred to the PDP 11/45 for lifetime calculation.

Quantum vield determination

The equations for the integrated signal observed

at each photomultiplier (PM) are as follow:

PM ( ref.): Ter = 15 T D¢
PM (tr.): I, = I, exp ( =g cd) r Dot T(A)
PM (f1.): I., =1I,tD. exp(-ECe)C € ¢

These equations can be solved for the guantum yield

and absorption coefficient. The solutions are

(1) ¢

exp(€ cC) (CXE)™Y ( 1/ &) (r/t) (T.,/T_ )

( Dref/Dfl)
-1
(2) g = (Ca)P il TCA) (I__/T ) )
where
¢ = quantum yield,

T( A)= transmission factor for the laser beam through

the entire apparatus with an empty cell relative

to the reference PM,

c = preabsorption path length,
c = absorption coefficient,

x = active fluorescence length,
C = concentration,

=4 = fluorescence PM collection efficiency,

[
W



t = transmission of all windows and the beam splitter

in the laser/fluorescence path,

r = reflectance of the beam splitter,
D = PM relative gain times spectral sensitivity,
d = total absorption path length.

In order to measure absolute gquantum yvields, each
term in Egqs. 1 and 2 must be known. The integrated
signals constitute the actual measurement and all other
factors must be previously calculated or measured.

An example of optical density measurements is shown
on Fig, 2. In this measurement of naphthalene,h8 the
rotational contour of the B(blg)i band is shown. Error
bars indicating one standard deviation are given when
the error is larger than the symbol size. Since the
efror is almost always less than 1%, error limits will
not be displayed on any other absorption diagrams.

The quantum yield equation contains the equation
for the relative .excitation spectrum intensity. This
is given by

I = exp (€ cC) (Ifl/Ir ) .

ex efl

The excitation spectrum is the integrated fluorescence
intensity as a function of excitation wavelength. An
example of a measured excitation spectrum is shown on
Fig. 3. Again, error bars are only shown when the error
is larger than the symbol size.

The small error limits of the last two figures

show that the precision of the data used +to calculate



Figure 2. Measured absorption spectrum of the B(big)i

band of naphthalene,hB. Error bars indicating one

standard deviation are shown if larger than the symbol

size.
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Figure 3. Measured excitation spectrum of the 8(bIg o

band of naphthalene,hS. Error bars are shown if the

standard deviation is larger than the symbol size.
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the quantum yields is very high. 1In general, the stand-
ard deviation in the guantum vield measurements was
1-2% and never exceeded 3%.

The standard deviation could be kept low due to
the fact that the quantum yield and absorption coeffic-~
ient were calculated on-line with a PDP 11/45 computer,
The computer could thus dynamically calculate the
standard deviation and collect enough points to bring
it down to a preset level. All data points were the res-
ult of at least 5 laser shots and at most 16 laser shots.
A detailed description of the computer interface for

quantum yield collection is given in Appendix 1.

Lifetime determination

Lifetime decay curves were obtained from the last
dynode of a 56 DUVP with a specially modified EG&G
‘voltage divider and digitized on a Tektronix WP2221.
For the lifetimes in this work, it is assumed that the
short fall time of the excitation pulse required no
deconvolution of the excitation pulse shape from the
observed decay curve.

For multilevel excitation, one has no guarantee
that the observed decay curve, D(t), will be exponential,
The only meaningful time constant for non-~exponential
decay is the mean first passage time (MFPT) which is

defined by the equation

Tragp = § P 44

0
where the probability function for decay is defined as



c0
P(t) = D(¢) / § D(t7) dt”,

If the curve i; also exponential, tmfp is also equal
to the lifetime described by the equation

D(t) = x exp( —t/tmfp) .
However, integrating to obtain the MFPT requires the
entire decay curve until D(t) goes to zero and is very
sensitive to noise in the tail. With the assumption
of exponential decay, the observed points can be fit
via a non-linear least squares techmnique.

The function to be fit is of the form
D(t)= x exp(-kt). This function is first expanded
around (E,E), the initial approximations for the curve

heighf at t=0 and the rate constant, in a Taylor series

terminated with second order terms. Thus,

D(t,x,k) = D(t,x,k) + dD/ 3 x 1 (x-%)
X=X

+ aD/&k’ _ (k-k)
k=k

and defining (x-x)=§ and (k-k)= 4 vields
D(t,x,k) = x exp(-kt) + g exp(-kt) -y tx exp(-kt).

Equating D(t,x,k) with D;, the observed curve height

at time ti allows this equation to be rewritten as

B
1}

( Di exp( Eti ) - x )

0
u
'
£
o+
-
"
.
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The least squares conditions are given by
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where a.=1 and b_=~t.x with the resulting € and

i i i
being used to correct the approximate (x,k). New values
are obtained by iteration until the correction values

are virtually zero. Solving the above equations gives

o =6 iZ(r)i exp(t,F) (1-2/3) 1 )/(Rt | (1+3)(245))

U
4

6 > (D, exp(t.K) ((2s+1)/3-1)/((s+1)(s42))) - X
1

del! tdel = time per channel and s-1 is

the point count,.

where t.= it
i

These equations were programmed on a PDP 11/45
which performed on-line lifetime evaluation for each
curve collected on the WP2221, Data transfer between
the two computers was accomplished via a pseudo-papef
tape reader/punch connection. A detailed description
of the interface is given in Appendix 2. An example
of computed and observed decay curves is shown on Fig. 4.
The standard deviation as estimated from the least
squares best fit was generally around 2-3%. Worst case

fit was around 6% but not typical,
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The flashlamp pumped dve laser

The laser used in these experiments was a tunable
flashlamp pumped dye laser with intracavity inter-
ference filter and Fabry-Perot etalon.1 The pulse was
shortened outside the cavity with a Pockel cell and
frequency doubled into the UV by a KDP crystal. This
provided a 50 nsec pulse with less than 2 nsec rise and
fall times, tunable from 3100 to 2850 z with a resolution
of 120000. A 5:~::10—li molar Rhodamine 6G solution in
methanol was used as the active medium.

A diagram of the laser cavity is shown on Figz. 5.
The front mirror, M1, had a reflectivity of 60% and the
end mirror, M2, of 99.8%. The cavity length was 35 cm.
The flashlamp (Novatron 599AR) and dye curvette ( 3mm
inner diameter tube with Brewster angle windows) were
obtained from Zeiss as an assembled unit. The flash-
lamp and curvette were situated on the focal axes of a
i elliptical, cylindrical mirror within the unit.

The flashlamp was fired for 400 nsec by the dis-
charge of a 0.1 wF capacitor at 15-18 kV. The resulting
laser pulse was approximately 200 nsec long. The
trigger unit was constructed so that the laser could
be fired manually or under computer control.

In order to obtain the stated wavelength resolution

of the laser, two frequency selective elements were

placed inside the cavity. The Fabrv-Perot etalon
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Figure 5. Block diagram of the flashlamp
pumped dye laser with intracavity interference

filter and Fabry-Perot,.



( 0.15 mm plate spacing ) had a transmission of 33% at
5800 g and a free spectral range of 7 K at 6000 Z. With
only the etalon in the cavity, the frequency spectrum
of the laser consisted of a series of lines spaced by

7 X. The interference filter had a transmission of

60% at 6140 g and a halfwidth of 10 g. With only this
element in the cavity, the laser frequency spectrum was
virtually the transmission spectrum of the filter.

With both elements in the cavity, laser action was only
at those frequencies where the etalon and interference
filter overlapped. The resulting pulse had a resolution
of 120000 but was not continuous over the frequency
range, a result of the multimode structure of the laser.
Higher resolution measurements2 showed that the 1light

to dark ratio in the energy spectrum was 1/5.

Frequency tuning could be achieved with either
the etalon or the filter. The tuning was continuous,
however, only with the etalon and over about a 5 cm"1
region. The interference filter then had to be adjusted
to insure that the laser was running on a single etalon
mode. Tuning was discontinuous when the etalon had to
be adjusted to the next mode.

In order to perform lifetime measurements, the
laser pulse was shortened to 50 nsec with less than 2
nsec rise and fall times with a Pockel cell placed
outside the cavity. The crystal from Electro Optiec

Developments was driven with a 3000 volt pulse from



a Laser Optronics unit.

The visible pulse was frequency doubled into the
UV with a 38 mm KDP ( KH,PO, ) crystal from Kuhl and
Spitshom. The laser beam was focused on the middle of
the crystal with a 30 c¢m focal length lens and since
conversion was only about 10%, the non-converted
visible light was eliminatedeith a filter of 10—6
transmission in the visible and 50% in the UV.

The long fluorescence cell placed in front of the
absorption cell made very critical demands on the laser
beam path. After allignment, it was not allowed to
deviate by more than 0.5 mm at the absorption cell entw
rance, more than 1 meter from the KDP. The KDP, on
the other hand, had the very inconvenient characteristic
of vertically shifting the laser beam since it was
tuned to the phase match angle by a rotation about an
axis perpendicular to the laser beam. This was overcome
by placing a 1 cm thick Spectrosil quartz plate behind
the KDP which was antirotated to compensate for beam
displacement. Another lens was placed behind the beam
translator to facus the laser beam on the absorption
cell entrance.

The fluorescence cell

The fluorescence cell was constructed with two
points in mind. First, scattered light from all sources

must be virtually eliminated. Second, the cell and



fluorescence collection geometry must be such that one
can accurately calculate the fluorescence collection
efficiency, & , and the average absorption length, ;,
from which fluorescence is observed. These last two
values are the only ones not amenable to direct measure-
ment and care must be taken to insure that the calcul-
ations are valid.

The scattered light originates from two sources:
primary beam scattering and reflected fluorescence. By
extending the entrance window 20 cm in front of the
fluorescence region via a well baffled tube, the
primary scattered light to primary beam intensity was
reduced below 10-12. Reflected fluorescence was removed
by two means. First, light can be reflected from the
wall opposite the fluorescence detector. The wall was
eliminated and replaced with a heole, i.e. a baffled
tube 20 cm long. Second, light can be reflected off
the wall between the laser beam and the fluorescence
detector. To reduce scattering from this source, a
series of baffles were placed within the tube and the
interipr of the cell was molded to minimize reflections
in the direction of the fluoreécence detector. A
diagram of the fluorescence cell is shown on Fig. 6.
Dimensions are in mm and the extended tubes, all 20

cm long, are not shown.
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Fluorescence collection geometry

From the equation for the gquantum yield ( Egq. 1)
it is found that only the product of the average
absorption length, ;, and the collection efficiency, & ,
is required for the calculation, This is fortuitous
because the product is a better defined term than
X or « . However, each term will be characterized
individually first and then the simplified product
will be considered.

The quantity X is determined by both the laser
dimensions and the fluorescence geometry. For purposes
of this discussion, the laser beam will be treated as
an infinite sheet of height h and no depth. The
photomultiplier views emission from a fluorescence
region shaped like a long, thin rectangle but with
circular ends, This is illustrated on Fig. 7. The
radius beyond which no fluorescence is observed is
denoted as Tne The area of the shaded portion of
Fig. 7 1is given‘by the equation
(3) A(rm) =4 (( n/4 ) r sin( cos™ ¢ h/2r ) ) o+

r2 (((TM/2) = cos™ ( n/2r_ ) ) /2 ) ).

To get the average absorption length, the shaded
portion of the figure is approximated by a rectangle
of the same area and height. Thus,

(&) x = A(rm) / h .

In general, the collection efficiency varies over the



. P
\.,_____‘
Figure 7. Active absorption region within
the fluoresscence cell. No fluorescence is

observed beyond radius Lo and the laser has

a height h.



shaded portion of the last figure, The average is
given by integrating ¢ over the entire surface and
dividing by the total area. Thus,

(5) -
A= A (rp) SOQ(S)JS

S
However, for any radius Ty the collection efficiency

is the same due to the cylindrical symmetry of the
collection geometry. Thus, the surface integral can

be changed to a line integral if a weighting factor

W(r) im included to give the total arc length of the
overlap of the circumference of the circle with the laser

sheet. This gives

© A"’Crm) { W (r) d(r) dr.

o

T

h

Combining Egqs. 4 and 6 yields
m
(7 <% = "1‘, S W (r) o«(r) dr,
0o
This simple product formula represents the collaction
efficiency weighted absorption length. The only thing
required is to develop equations for W{(r) and X(r)
and integrate.
There are two distinct cases in the calculation
of the weighting factors:
Case 1: r less than h/2,
Case 2: r greater than h/2.

For case 1, the weighting factor is simply the entire



circumference of the circle with radius r since it lies
entirely within the laser sheet. Thus, Wi(r)=2rfr.
For case 2, this must be reduced by the fraction of
arc length overlapped with the laser sheet. This
fraction is simply (2/7) sin”Y(h/2r) from which
W,(r) = & r sin”'(n/2r).

A simplified diagram of the collection geometry
is shown on Fig. 8. Evaluation of « (r) is divided
into two parts. First, the region from r = 0O to r, is
the region from which emission from point r causes no
shadow from the first baffle to be cast on the last
baffle aperture. The second region is the region of
shadow effects, reaching to ro beyond which point no
emission is observed.

In region 1, the collection efficiency is approxim-
ated as the ratio of the last baffle aperture surface
area to the surface of the entire sphere containing

the last baffle with the origin at r. Thus,
A 1 -
m !
“ = (§F) [(d+8) +r]

where
rs (nf-dn -dm)/8
and n and m are the radii of the first and last baffles,
respe.
For region 2, ¢ (r) is approximated as the ratio

of the surface area of overlap of the last baffle
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Figure 3. Fluorescence cell emission geometry.

The initial aperture has a radius n and the final,

M.



aperture and the projection of the first baffle aper-
ture on the last to the surface of the entire sphere
containing the overlapped region with the origin at r.
Fig. 9 shows the overlapped region at the last baffle
schematically. The circle projected from the first
baffle has a radius given by ry:n(d+l)/d and an origin
given by yozr(l/d). Using half the length of the
overlapped area, t, as a parameter defined by

2 2 ) )2 )1/2

t= (m - ((rg - m® - y2)/( 2y

the overlapped area is given by
2

-1 2 . =1
= i t ) + m” sin” "( t/m ) - t .
a(r) ry sin "~ ( /ry Yo

The collection efficiency in region 2 is then

al(r)
¥ B 4’1T((d+l)2+(r+rc)2)
where
ro=m (1-(t/m)2)/2

Using these equations, the product §‘was deter-
mined‘by numerical integration. A list of calculated
values is given on Table I. Although not amenable to
direct measurements, the values can be tested for self-
consisfency by use of the condition that Ifl/Iref(;‘x)‘i
remain constant, independent of baffle size. Baffles of
7y, 8, and 9 + 0.01 mm diameter were used and the last
equation varied by less than 2%. This reflected the

accuracy of the calculation and of the electronics,



Last aperture.

Projection of the first aperture.

Figure 9. Fluorescence area viewed by the

photomultiplier.



Table T
Calculated collection efficiency weighted absorption

length of the fluorescence cell

h m ( q;:-)-i

75.43
93.30

o
A 9 @

133447
191,84
75.82
98.77
134,21
192.87
76.39
99.54

(= A e Y - N TR

135.15

S S " RV R Ut B

194,17

1

( d=20.0 , 1=42.,5 , n=9 mm )

Th
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The absorption cell

From the equation for the quantum yield, it is
found that one requires the absolute absorption coeff-
icient. For many molecules, including naphthalene, the
absorption coefficient is very small. An accurate
determination of € in the low Pressure gas phase requ-
ires long path lengths. Hence, a multiple path absor-
ption cell was used.

The optical system employed a Perkin-Elmer 10
meter gas cell mirror assembly. The mirrors were coated
for optimal transmission in the UV. The cell and mirror
mounts were constructed in house from stainless steel,
The cell was sealed with grease-free O-rings and could
be evacuated to pressures of ca. 10-6 torr. The leak
rate ( virtual plus real ) was 1 mtorr per day.

The absorption cell path length could be varied
according to the equation

d = 1267 + (n - 1 ) 1240 mm
where n was the pass number which assumed values from
1 to 10. When used in conjunction with the fluoresc-
ence cell, the total path length was increased by
448 mm,

A drawing of the absorption cell is shown on Fig.
10. Mirror A had a fixed focal point at A’and mirror
B, a movable focal point at B’. The condition that

light which enters the cell at the entrance will leave
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the cell at the exit is fulfilled when the following
equation is satisfied:

B~ A= X / 2n
where n is an integral pass number and X is the length
between the entrance and exit. The focal points shown
on Fig., 10 are for n=1. Values of n=3 or 4 were used
in the experiments. Mirror B could be adjusted from
outside the cell via a welded bellows feedthrough.

The vacuum system employed only Nupro stainless
steel welded bellows valves, stainless steel Swagelok
fittings and tubing. A Balzers type ECM 68/4 vacuum
pump was used and pressure measured with an MKS Baratron
type 144 differential pressure guage employing a type

77 pressure head.

Photomultiplier characteristics

Introduction

The photomultipliers and their voltage dividers
were necessarily the most important components of the
quantum yield and lifetime experiments. Thus, they
were subjected to many tests for linearity, gain
stability and time response. As a result, several
tubes and dividers were rejected. In the following
sections, the tests and their results, as well as
several other factors relating to the photomultipliers,

are discussed in detail.



Photocathode spectral response

The spectral shift in fluorescence relative to
excitation wavelength can cause systematic errors in
the measurement of quantum yields. This comes from the
fact that photocathode sensitivity changes with the
wavelength of the detected light. An Amperex 56 DUVP
was employed as the fluorescence detector. In the UV
the spectral response of this tube sharply increases
with wavelength. The spectral shift thus gives rise to
quantum yields which are too high.

In oerder to eliminate the effect of the spectral
shift, quantum converters were used. Sadium salicylate
was chosen because of its high gquantum yield of 53%
and constant response in the UV from 2500 to 3500 2.3
A thin film of about 1 mg/cm2 was deposited on a Schott
edge filter from a spray containing sodium salicylate
in a methanol solution. The edge filter passed only
the emission of the quantum converter and absorbed any
UV passing through the film. Since the converters emit
into a solid angle of 41T , the photocathodes of all
tubes were always fully illuminated.

No quantum yield experiment should employ the
direct spectral response of the PM without allowing
for the fact that the emission is usually red shifted
relative to absorption wavelength. Quantum yields were

measured with and without converters. In each case the

H
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vield without converters was about 10% too high. For
example, the effective high pressure quantum yield of
naphthalene was 138% with and 22% without the converters.
The finite lifetime of the converter emission
could, in principle, alter the observed molecular decay
curve. However, measurements with and without converters
gave the same lifetime down to 150 nsec, the fastest
decay measured in these experiments.

Surface sensitivity

Small surface sensitivity variations along the
quantum converters could be measured., For the 1P23's
the laser was always directed toward an area of constant
sensitivity. For the 56 DUVP, a mask allowed only the
center of the converter ( 17 mm diameter ) to view
the fluorescence, The sensitivity of this area showed
variations of 5% which were reproducable and could thus
be averaged.

Voltage dividers

The Amperex 56 DUVP employed a modified EG&G
positive high voltage divider ( B56 AVP - 1R ), In
order to measure the fluorescence decay curve and
simultaneously obtain the integrated current, the divider
was modified as shown on Fig. 11.

The anode signal was input to the integrator and
the dynode signal, to the WP2221 for acquisition of the
decay curves. A series of tests using variable length

pulses showed that the anode and the dynode gave the
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Figure 11. Modified section of 56 DUVP voltage divider.
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same time response curves. Only the curve height and
pulse polarity were different.

The complete voltage divider of the 1P28 is shown
on Fige. 12. The 1P28's were used only for measuring
integrated currents and the time response was not tested
except as explained in the next section on linearity.

Photomultiplier linearity

Direct measurement of the time and intensity
characteristics of laser induced emission requires
detectors which are linear to large currents. Even
weakly absorbing molecules can produce intense emission.
For example, excitation of the 51 state of naphthalene
in the gas phase can give rise to 106 photons per laser
pulse striking the photocathode. If the photomultiplier
has a gain of 106, a decay sigmal of 1 volt ( 20 ma in
50 ohms ) can be directly viewed on the oscilloscope.
Linearity is rarely guaranteed to currents of this
magnitude and one is required to measure it in the
laboratory.

The most common technique of linearity calibration
is that of neutral density filters ( NDF ). Insertion
of an NDF between a light source and the PM causes a
reduction in current output. As long as the decrease
is proportional to the optical density of the NDF, the
tube is linear. Thus, deviations from proportionality
directly measure non-linearity. It has the drawback

that small deviations from and thus the onset of non-
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linearity are difficult to determine. Because of this,
several new techniques have been developed.

The concept involved in the next two techniques is
the same. A short light pulse of constant intensity
was superimposed on a longer pulse of variable intensity.
A change in the amplitude of the short pulse as the
long pulse intensity was varied measured the linearity.
Hunt, et al.[£ superimposed a 2-50 nsec pPulse from a
PEK barium titanate lamp on a shuttered 20-100 msec
pulse from a tungsten iodide lamp. Fenster, et al.5
superimposed a 50 microsecond pulse ( rotating mirror )
on a 30 msec pulse, the same tungsten lamp being used
as the light source. The intensity of the long pulse
was varied with NDF's. The primary drawback of this
technique is the length of the shortest pulse obtainable
from convential shutters. For PM's operated at high
gain, a pulse of 20 msec could easily damage or fatigue
the tube. In addition, if one is’ observing signals
shorter than a microsecond, the onset of non-linearity
may be different from that measured at a millisecond.

These objections also apply to the method of
Ellison and Wilkenson6 who used a pulsed Xenon lamp
to give a 5 msec pulse with a spike. .NDF's were used
to vary the total intensity and variations in the spike
to base pulse height ratio were taken as a measure of

the non-linearity.
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A block diagram of the setup of our technique is
shown on Fig. 13. Two pulse generators ( HP 214 A )
each drove a light emitting diode ( LED ). The LED was
connected in series with a 47 ohm resistor and parallel
to a 200 ohm resistor to approximately correct for the
non-linear resistance of the LED and to properly term-
inate the pulse generator. The LED's were placed as
close to each other as possible ( about 3 mm between
centers ) and directed toward the photocathode of the
PM under test. Pulses to the LED's were delayed in
time from each other by means of the internal delay
of the pulse generators. By observing the two pﬁlses
on an oscilloscope, the pulse heights and widths were
adjusted to be equal. This usually required a different
voltage for each LED due to differences in manufacture.
The pulse height was recorded and the delay then adjusted
so that the LED's fired simultaneously. At this point,
only one pulse was observable on the oscilloscope and
if the PM was linear, the pulse height was exactly
two times that of the consecutively fired pulses. In
general, deviations as small as 1-2% were observable
with sensitivity limited only by the linewidth shown
on the oscilloscope.

The LED's used were Monsanto MV-52's which emitted
in the green. They were chosen over red LED’'s since

the PM's used in the experiments displayed maximum
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sSensitivity in the green and thus required lower currents
through the LED's to obtain the same response.

In the linearity calibration of tubes with a gain
of less than 105 it was found that the HP pulse gen-~
erators were unable to produce enough current through
the LED's to drive the PM's into the non-~linear region.
One of the LED's was then replaced with three driven
in series by a Velonix model 350 pulse generator.

Using this method, any PM could be driven into the
non-linear region, The 2000 volt (10 A in 200 ohm )
pulses of 1 microsecond produced no deterioration or
breakdown of the LED's at the normal pulse rate of
40 Hz.

For the experiments reported here, two different
PM's were employed. The 56 DUVf was linear to 100 ma
for the high voltage range from 1500 to 2100 volts.

The 1P28's were linear to at least 30 ma in the range
from 750 to 1150 volts. The exact results for all tubes
are given on Table II. The linearity curve at 1100 volts
for the 1P28 is shown on Fig. 14. During all experiments
the signal was kept within the linear region of all PM's,

PM gain stability

The gain stability of each tube was tested with a
setup similar to that shown on Fig. 13 but with only
one LED and pulse generator. The response of the PM's

to arfixed light level was monitored for a period of



G*9 0061 g°T  0STl 0°2  O0STIt
0°9 o0o09gt S°1 0G0t St 0S0°¢
0°9 0041 <1 0s6 S°t 0s6
G*S 0091 q*g 0sg (4 0Sg
0*S o00St LT 0s.l Gl 1 0S¢/l
Ta AH Ta AH- TA  Au-
dANd 9G¢ edusdsagonig Qcdt GOﬁmmﬂEmﬁm&B RSdl ®duUaasjey

sxarTdriTnwojloyq Jjo KLjtraeeur
IT ®19%el

L7



‘vl 2anbtg

XN 14 LTHIIT
q h € ¢ 1 0

1 | J ] | -

7
\Aﬁllllll JAHNT Y301

s SLI0A 00TT- = AH

JAHNT ALTHHANI T 82d1

ANODE VOLTRGE



49

about a day. During this time the high voltage was
changed or turned off and on. Only those tubes which
repeatedly gave the same signal at the same high
voltage setting were retained.

The 1P238's, however, were always unstable above
1200 volts. This came from overheating of the voltage
divider which changed the resistance of the divider
chain, From 750 to 1150 volts the tubes showed a stable
gain.

PM relative gain.

The relative gain of the reference and fluoresc-
ence photomultipliers ( Dref/Dfl in Eq. 1 ) was the
most critical parameter measured. The laser intensity
was sufficient to produce a 1 volt signal from a photo-
diode placed in the reference position. Howefer,
attempts to compare absolutely the response of a photo-
diode with a photomultiplier of gain 106 resulted in
values with very large error limits,

It was thus decided to replace the photodiode
with a photomultiplier. The collection geometry of
the 1P28 is shown on Fig. 15. The actual gain of the
tube was 106 but the effective gain was about unity.
This was achieved by placing the quantum converter far
from the photocathode, thus reducing the solid angle

for collection of converter emission. In addition,

visible filters were placed behind the converter.
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The filters were calibrated absolutely using the
emission of the sodium salicylate film to an accuracy
of 1%.

The relative gain of the tubes could then be
measured with converters in place and filters removed.
The integrated signal from each tube was measured
relative to the same photodiode. From these measurements
the relative gain could be easily determined and then
adjusted for filter transmission. The final value
had a standard deviation of 3%.

BElectronics

The determination of quantum vields required the
integrated current of each PM., Since the anode of a
photomultiplier is a nearly ideal current source, the
current could be integrated on a capacitor to give a
voltage according to the equation

V= ¢ §ich dt,
Normally, capacitors of 10 nF were used and the voltage
followed with an FET operational amplifier. Including
associated circuit ?omponents, the input impedance
was 106 ohms. This gave a time constant of 10 msec.
The output of the follower was given to a 20 dB
amplifying sample and hold ( S/H ) with a time window
of 20 microseconds. A schematic excluding trigger
circuitry is shown on Fig. 16.

The same trigger circuitry was used to drive 3
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integrator and S/H circuits, ome for each PM shown on
Fig. 1. The S/H circuits had time canstants of 100
sec. The outputs were multiplexed and converted to
digital form for transfer to the PDP 11/45 for on-
line calculation. A description of the interface is

given in Appendix 1.



Appendix 1
Quantum Yield Interface to the PDP 11/45
The guantum yield experiment was connected to the
PDP 11/45 wvia the DR11-C interface card. The three

registers of the card were used as follow:

Output word: Low byte LED register
High byte Multiplexer address
Input word: Bits 0-11 ADC output

Bits 12-15 Switch register

Status word: CSRO Start ADC conversion
Int. B End of conversion
CSR1 Computer trigger command
Int. A Trigger from experiment

Data trans. Clear all interupts

A block diagram of the interface electronics at
the experiment is shown on Fig. 17. The integrated
signals were input to a 5 channel multiplexer. The
channel to be output was selected via the address given
in the low byte of the DR11-C output word. The output
of the multiplexer was converted to digital form by
the ADC which was edge triggered with the CS3SRO signal.
End of conversion resulted in the setting of the
interupt B bit of the status word. The interupt was
automatically cleared with the data transmitted signal

which implied that the input word had been read by the
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computer. At this point, a new multiplexer address was
selected and the c¢ycle repeated until all channels were
read.

Reading and writing on the DR11-C card was controlled
by the DRC device handler. Access by Fortran programs
was allowed through the following subroutines:

SETLED: set a bit pattern in the LED's,

SWITCH: read the switch register,

MULTPX: multiplex through n channels and read the
output of the ADC and the switches,

ROTATE: set the handler idle condition.

When in the idle condition, the gquantum yield
monitor program could be requested by setting octal
code 17 in the switch register and generating interupt
A, The monitor, DRM1, was used to request that a
program be run via a directive to the RSX 11-D executive.
The program name was of the form "DRIMXX" where the XX
value was acquired via a read switch request to the
DRM handler. XX could range from 1 to 16, octal.

The code of O resulted in monitor exit and the code of

17 was ignored. A list of the programs used follows:

DR1MO% : Collect transmission data of empty cell.
DR1MO5: Collect relative integrator gains.

DR1MO6: Collect excitation and absorption spectra.
DR1MO7: List calibration files.

DR1M10: Monitor single shots.



DR1M11:
DR1M13:
DR1M15:

DR1M16:

Average multiple shots,.
Collect relative PM gains.
Initialize calibration data.

Collect quantum yield and absorption spectra.
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Appendix 2

WP2221 interface to the PDP 11/45

The PDP 11/45 was connected to the WP2221 via a
pseudo=PP/PR interface. Both computers contained the
PCi1 paper tape reader/punch interface cards which were

connected as shown in the following diagram.

PDP 11/45 wP2221

7404

Trans + % % —( Rec +

Trans - ¢ Rec -
N
N, A S/
Rec + P 24 ag <. Trans +
Rec - > — Trans -

Thus, each computer interpreted the other as the paper
tape device.

The WP2221 system used a modified BASIC programming
language. The input/output device was specified by the
variable "OD" which was zero for the teletype and unity
for the papef tape. Data transfer was thus limited to
data in ASCII, Data from the PDP 11/45 could be read
by the WP2221 by issuing commands of the form:

LET OD=1 : INPUT X : LET OD=0O .,

Data could be written to the PDP 11/45 by issuing
commands of the form:

LET OD=1 : PRINT Y : LET OD=0 ,
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Data transfer in and out of the PDP 11/45 was
achieved via the following special programs:

OLD: This program read and stored on disk the program
transfered by issuing the "SAVE" command on the
wp2221,

WPS: When the "OLD" command was issued on the WP2221,

| this program would transfer a BASIC program out
of the PDP 11/45,

PRN: This was the device handler which coordinated
all input/output with the PC11 interface card
of the PDP 11/45,

The handler could be accessed via 3 Fortran subroutines:

WPWRIT: output a number,
GETARR: input a number or array,
GETMSG: input an ASCII string.

Data was read as fast as it was written by the WP2221.
However, data was written at a rate of 50 ASCII
characters per second,

When the PRN handler received a control-X from the
WP2221 a monitor program, WPM, was loaded in the PDP 11/45
which would issue a read command to the handler and
wait for input from the WP2221. The ASCII string
input would then be scanned and action taken based on
the following criteria:

1) If the command was of the form " RUN XXXXXX'", the

monitor would attempt to load the requested program
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from the disk into core and run it.

2) If the command was "EXIT", the monitor would exit.

3) Any other command was treated as a remark and
spooled to the console log.

This feature allowed the user to dynamically run any

program from the WP2221 console under the BASIC operating

system. The program of most importance was LT2221 which

calculated the lifetime of the decay curve collected

on the WP2221,
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Chapter IV

Historical: Structure in Non-radiative Processes

For many years, the nature of radiative processes
has been well understood. Structure in optical absor-
ption or emission spectra has been explained in terms
of the electronic, vibrational and rotational states
of the molecule which are coupled via the dipole operat-
or;1 The case of radiative transitions between singlets
and triplets requires consideration of the spin states.2

The role of the various quantum states in non-
radiative processes has, however, not been so well
understood. This is primarily a result of the difficulty
in measuring the effects which give insight to the
internal processes of an excited molecule.

The first lifetime spectrum of a molecular system
in the gas phase was make by Schlag and v. Weyssenhoff

in 1969 on B-naphthylamine.3

The measured spectrum
showed that the lifetime monotonically decreased with

increasing excitation energy through S, and 52° Pre-

1
vious to this experiment, only the work of Kistiakowsky
and Parmenter4 on the low pressure quantum yield of
benzene existed as positive evidence that intersystems
crossing was a true intramolecular process. The life-
time spectrum of B-naphthlyamine demonstrated not only

this but also that the rate constant was dependent on

the excitation energy.
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Quantum yield measurements were made on naphthalene

in the gas phase by Uy and Lim in 19705. With a resol-

ution of 10 z, the quantum yield was observed to vary
over the entire S1 é—So absorption region with a tend-
ency to decrease toward higher excitation energies. A
subsequent measurement by Lim and Uy6 with a resolution
of 50 K indicated that the non-radiative rate increased
monotonically with excitation energy. Measurements

by v. Weyssenhoff and Kraus7 on aniline, however,
showed a very structured quantum yield spectrum.

An interpretation of the results is more straight-
forward if the measurements of quantum yields and/or
lifetimes are related to the energy of the’excited state
instead of the excitation energy. This requires, as a
minimum, excitation of single vibronic levels (SVL)
with the results given as a function of excess energy
above the origin of the excited electromnic state.

The first comprehensive study of the quantum vields
and lifetimes for single vibronic levels of benzene
was made by Spears and Rice8 although Parmenter and

Schuyler9

were the first to measure SVL yields and
Selinger and Wareio, to measure SVL lifetimes. The
final results of Spears and Rice gave non-radiative
lifetimes as a function of excess energy. The lifetimes

linearly decreased with energy in modes mﬂ(aig) and

L%(ezg) and showed a much sharper falloff for levels



containing v16(e2u), 1)1O(e1g), L’li(agu) or )«’S(b2

).
g
Two photon measurements by Wunch, Neusser and Schlag11

showed that progressions of the 1j14(b2u) have non-
radiative lifetimes which parallel the L/1 and })6
values but are generally 20 nsec longer while pro-
gressions of the L)18(e1u) also parallel le and 2/6
but are about 20 nsec shorter.

The first SVL lifetime data on naphthalene by
Schlag, Schneider and Chandler12 showed an overall
decrease in lifetime with increasing excess energye.

The observation of significant fluctuations of the
lifetime spectrum was of a similar nature to the results
on benzene8 but in direct contrast to the work of Hsieh,

i3

Laor and Ludwig on naphthalene. The latter found a

smooth decrease in lifetime with excess energy.
However, their use of an excitation bandpass of 100 cm"1
precluded the excitation of single vibronic levels.

High accuracy lifetime measurements on naphthalene
by Knight, Selinger and Ross14 with a bandpass of 6-10
cn:l-'1 showed marked fluctuations as a function of excess
energy. Lifetime measurements with a resolution of
0.5 cmm1 by Beoesl, Neusser and Schlag15 and guantum
yield measurements by Stockburger, Gattermann and
Klusmann16 substantiated the reality of the fluctuations.

These experiments demonstrate that the nature of the

excited vibrational state plays an important role in
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IS€ and not just the energy of the state as indicated
By earlier experiments.

The influence of rotational state selection on
intramolecular processes was investigated by Parmenter
and Schuh in 197217. Fluorescence gquantum yields were
measured at various positions along the rotational
contours of 4 different vibrational levels of benzene.
To within the stated accuracy of 10%, no dependence
of the yield on the rotational distribution was found.

In contrast to these results, measurements by

15

Boesl, Neusser and Schlag along the rotational
contour of the 0-0 band in naphthalene,h8 revealed
straoang structure in the lifetime spectrum. The maximum
lifetime of 310 nsec was observed to coincide with
the maximum of the absorption spectrum. This was the
first observation of a rotational effect on the non-
radiative process of ISC in a large molecule.
Formaldehyde is an interesting example because it
has observable triplet states and many pure ro-vibroniec
levels can be seen in the 51 é—So absorption spectrum.
Unfortunately, lifetimes for this molecule have only been
measured with low resolution, revealing only single

18,19

vibronic levels., However, rotational structure
has been seen via S-T perturbations in the Zeeman

spectrum. Energy displacements and line broadening of

dispersed absorption lines have been explained via spin-
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rotation coupling in the 2141 vibrational state of 1A2
with the final tripletZO’gi.

Recent measurements on formaldehyde by Tang,
Fairchild and Lee22 have achieved excitation of single
rotational levels of the 2°47% vibrational state of Sy
The results indicate a very strong variation in the
fluorescence quantum yield as a function of rotational
excitation. The variations of over a factor of 4 have
been attributed to variations in 51 - S° coupling.

The results display no apparent correlation with
J or K and point to a very specific energy dependent
coupling scheme.

Lifetimes of diatomics have been measured and
variations of the lifetimes have been attributed to
the onset of predissociative processes. For example,

OH, OD and CH have been excited to single ro-vibronic
levels. CH excited to the cz‘Z * level showed a smooth
increase in the lifetime with J ( 5.6 A(sec at J=2 to

9.0 a(sec at J=23 )23. OH showed irregular but repro-
ducable lifetime structure at low J and sharply decreased

24,25

at high J Rotational and vibrational effects

have also been observed for Br226’27 and IC128.
The results of the measurements on diatomics
show that a rotational dependence exists for the non-

radiative process of predissociation. The results on

formaldehyde indicate rotational structure in ICc.



The results on naphthalene point to a dependence in ISC.
Thus, the experimental evidence supports the view that,
as in the case of optical excitation, non-radiative
processes depend upon the nature of the states which
are excited: electronic, vibrational and rotational.
More data will be brought to bear on this point in the

next chapter.

67



10.

11.

12.

13.

14,

15.

16.

68

References to Chapter IV

G. Herzberg, Electronic‘Spectra and Electronic
Structure of Polyatomic Molecules, ( Van Nostrand,
Princeton, N.J., 1966 ),

o Creutzberg and J. T. Hougen,

. Mol. Spec.,38, 257 (1971).

« Woe Schlag and H. v. Weyssenhoff,

- Chem. Phys.,51, 2508 (1969).

« B. Kistiakowsky and C. S. Farmenter,

- Chem. Phys., 42, 2942 (1965).

- 0. Uy and E. C. Lim, Chem. Phys. Lett., 7, 306
(1970).

E. C. Lim and J. O. Uy, J. Chem. Phys., 56, 3374
(1972).

H. v. Weyssenhoff and F. Kraus,

J. Chem. Phys., 51, 2508 (1969).

K. Spears and S. A. Rice, J. Chem. Phys., 55, 5561
(1971).

C. S. Parmenter and M. W. Schuyler,

Chem. Phys. Lett., 6, 339 (1970).

B. K. Selinger and W. R. Ware,

J. Chem. Phys., 52, 5482 (1970).

L. Wunch, H. J. Neusser and E. W. Schlag,

Chem. Phys. Lett., 32, 210 (1975).

E. W. Schlag, S. Schneider and D. W. Chandler,
Chem. Phys. Lett., 11, b74 (1971).

J. C. Hsieh, U, Laor and P. K. Ludwig,

Chem. Phys. Lett., 10, 412 (1971).

A. E. W. Knight, B. K. Selinger and I. G. Ross,
Aust. J. Chem., 26, 1159 (1973).

U. Boesl, H. J. Neusser and E. W. Schlag,

Chem. Phys. Lett., 31, 1 (1975).

1S TR ¢ SR c> BRI

M. Stockburger, H. Gattermann and W. Klusmann,
J. Chem. Phys., 63, 4529 (1975).



17.

18,

1G6.
20,

21,

22,

23-

24,

25.

26.

27.

28.

C.

69

S. Parmenter and M. D. Schuh,

Chem. Phys. Lett., 13, 120 (1972).

E.
Je.
R.
J.
Je
Je
Je.
K.
J.

N.

S. Yeung and C. B. Moore,

Chem. Phys., 58, 3983 (1973).

0. Miller and E. K. C. Lee, preprint.

C. D. Brand and C. G. Stevens,

Chem. Phys., 58, 3331 (1973).

C. D. Brand and D. S. Liv,

Phys, Chem., Zé, 2270 (1974),

Y. Tang, P. W. Fairchild and E. K. C. Lee,
Chem. Phys., 66, 3303 (1977).

Elander and W. H. Smith,

Astrophys. Jourmal, 184, 663 (1973).

E.

G. Elmergreen and W. H. Smith,

Astrophys. Jourmal, 178, 557 (1972).

W.
Je

LT T SRR > BN SPR -
]

H. Smith, B. G. Elmergreen and N. H, Brooks,
Chem. Phys., preprint.

B. McAfee, Jr. and R. S. Hazack,

Chem. Phys., 64, 2491 (1976).

Zaraga, N. S. Noger and C. B, Moore,

Mol. Spec., 63, 564 (1976).

D. Olson and K. K. Innes,

Chem. Phys., 64, 2405 (1976).



Chapter V

Experimental Results

Introduction

Using the apparatus described above, the fluoresc=-
ence quantum yields of naphthalene,h8 have been measured
along the rotational contours of several vibrational
bands. In general, the results show extensive structure,
rivaling variations between different vibronic origins.

The absorption spectrum of naphthalene in the gas
Phase has been measured and analyzed in detaili-q.
The 0-0 transition occurs at 32020.2 cm™ ! and is pol-
arized along the long in-plane axis ( x or b3u in
representation ITI" ). A-type bands also arise from

excitation of the totally symmetric vibrations 9(a )

and 8(ag). Both of these modes involve a C-C in-plane

stretch. The analysis of Lather and Drewitz5 shows
that they are of the following form:
(a ) 8(a )
9 g g

Although the 0-0 transition is allowed, naphthalene
is one of few molecules for which vibronic induction
results in a stronger absorption strength than the 0-0
transition. The vibronically induced bands come from
modes of b1g symmetry which couple with 52 and give

rise to B-type rotational contours. The two big modes

20
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measured in these experiments also inveolve an in-plane

C~C stretch. The normal modes have the following form:

Apart from the four modes which are the progression
origins of the observed spectra, two vibrations give
rise to sequences in the spectrum. The S(bzg) forms

55 — sequences and the 4(b, ), 10 em™? sequences.,

1u

These C~C out-of-plane vibrations have the following

“ 4(b1u) “ 3(bzg)

In the sections which follow, the results for

form:

each vibronic band are discussed., On all figures,
quantum yields are absolute and absorption is in
arbitrary units. The absorption, however, is linear
in optical density. A summary of all measured bands
is given in Table III,

Measured data

Origin

The measured absorption and guantum yield spectra
of the origin in the wvicinity of 32020 cm-'1 is shown
on Fig. 18a. The quantum yield has a maximum of 0.15%4

at the absorption maximum. The quantum yields tend to



Table III

Measured Vibrational Bands of Naphthalene,h8

0-0 ( o

1
8(b1g)o

1
lg)o

Transition

rigin )

b(p, )t 3(

b, )
g

2g’1

Excitation and Excess Energy

32020,2

32457.9
32448.0
32401.4
52391.3
32931.2
32875.9
32520.9
32465.

32722.2
32667.7
33158.5
33104.2
33409,7
33354.4

33454.9

O.

437.7
604,
578.
7Thk,
911.
1051.

500.7

702,
842,
1138.3
1278,
1389.5
1530.

1434 ,7
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follow the optical density but are not proportional to

it. The same type of structure is observable in the life-

time spectrum as shown on Fig. 18b. The maximum lifetime
is 310 nsec.
8(b, )7

A most dramatic manifestation of the rotational
effect on quantum yields may be seen by examining
Figs. 19 and 20. Fig. 19 shows the high pressure
QHantum yields of naphthalene,hg excited to the B(blg)
in the vicinity of the blue absorption peak. The
constant quantum yield over strong changes in absorption
is exactly what was expected since, at 760 torr of added
gas, the electronic state should be completely vibration-
ally and rotationally equilibrated.

| In Fig. 20, the same wvibronic band is excited,

now at 70 mtorr. At this pressure, the quantum vield
can be seen to vary from 0.18 to 0.338 ~ over a factor
of 2., Such strong variations raise the important
question of which quantum yield is to be used as the
quantum yield of the single vibronic level, Strong
rotational averaging in medium resolution experiments
must be explicitly taken into account for a valid
comparison with theory.

The effect of e#citation of ro-wvibronic levels
other'than those belonging to the vibrational state

of interest can not be ignored. In naphthalene, this
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is a known problem, particularly with regard to the
sequence bands. Thus, many of the measurements
reported here are of progression origins. By extra-
polating the background due to the previous peak, it
was found that the major contribution to the 8(b1g)
comes in the valley, between the peaks. If the
background were to result in no emission, the worst
case background, it is estimated that the guantum
yield in the valley must be increased by about 15%.
This change is much less than the observed change of
over 50%. In addition, worst case background does not
exist since it is observed to have a finite ( ca. 15% )
quantum yield in this region of excess energy.

The lifetime of the absorption peak to the blue
is 270 nsec. This is in good agreement with that
observed by Boesl, et al.6 and Knight, et al.7. The
quantum yield at this peak 1is 0.3%56, in good agreement
with the wvalue of Stockburger.8

1 1
Blby )" 4(by )

The quantum yield spectrum of the first 10 :.:m‘1

sequence of the 8(b1$) band is shown on Fig. 21. The
peak to the blue has a lifetime of 260 nsec and the high-
est quantum yield (0.42) of any band measured. The quan-
tum yield structure is inverted relative to the 8(b1g) in
that the quantum yield increases in going from the blue

peak to the red.
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Interpretation of the quantum yield structure of
this band is difficult since it is located on top of
the P branch of the 8(b1g). However, the large quantum
vield to the blue of the band comes from the 8(b1g).
The dips around the absorption peaks indicate that
the overall quantum yields originating from the
8(b1g) 4(b1u) are smaller than those of the 8(b1g),

perhaps by a factor of 2.

The first 55 «':m-1 sequence of the S(big) is shown
on Fig. 22. This vibronic level has an excess energy
of 578 cm"'1 and a lifetime at the blue absorption
peak of 250 nsec. The rotational structure is similar
to that of the 8(b1g). The background of about 15%
at the absorption peaks is due to the red rotational
1

structure of the 8(b1g) and its first five 10 cm

sequencese.

8(b, I o, )Y 56, )7

1g’ 2z

The quantum yield spectrum of the combination
10 em~! and 55 cm™? sequences of the B(big) is shown
on Fig. 23. This vibrational band, at an excess energy
of 74k cm_i, is the most impure level measured. The
background is formed by at least 9 identifiable

vibrations. In spite of the background and structured

absorption, a virtually constant quantum yield is
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observed in this regiom. This plot demonstrates that
the measured quantum yields are not just artifacts

which mirror the absorption spectrum.

Excitation of the 7(b1g) mode produces a gquantum
vield spectrum similar to that of the 8(b1g), as shown
on Fig. 24, The absorption peak to the blue has a
maximum quantum yield of 0.195 and a lifetime of
238 nsec., Interesting in this plot is the dip in the

quantum yield around 32928 cm—i. A dip in this region

was also found for the 8(b1g) 8(ag) but not for the 8(b1g

in spite of a detailed quantum yield scan. The dip
occurs in the region of the rotational origin or at the
Q branch of the transition. Thus, this is a region

in which many states of low J are populated. The
influence of J on excited state decay processes will be

discussed later,

As shown on Fig. 25, the 55 <:m--1 sequence of the
7(b1g) has quantum yields somewhat lower that the 7(b1g).
The lifetime of the blue absorption peak is 237 nsec,

almost the same as that of the 7(b, ). The large

1g

background precludes any meaningful analysis,.
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9(ag)1 and 9(ag)1 3(b2g)1

The quantum yield spectrum of the 9(ag) mode is
shown on Fig. 26. With 500.7 cm—1 of excess energy,
this totally symmetric mode shows a maximum quantum
yield of 0.,20. The maximum optical density is 5 times
greater than the background which indicates that pri-
marily one vibronic level is excited. Virtually no
rotational structure is seen.

This is not the case, however, for the 55 em™ 1
sequence of the 9(ag) mode as shown on Fig. 27.

The gquantum yield varies slowly through the main
absorption peak with structure first appearing 3 cm

to the red of the absorption maximum.,

)1

1 1 .
8(ag) and 8(ég? )(b2g

Unlike the 9(ag) but like the origin, the 8(ag)
has a quantum yield spectrum which tends to follow the
absorption spectrum as shown on Fig. 28. The absor-
ption maximum has a quantum yield of 0.17 and a life-
time of 234 nsec. These values differ only slightly
from the 8(ag) S(bgg) mode as shown of Fig. 29.

For the latter mode, the maximum quantum yield is
0.18 and the 1ifetime, 230 nsec.

1 1
8(b1g) 8(a&)

This state, as stated above, has a quantum vield

structure similar to the 8(b1g) but with a dip near the
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Q branch. The quantum yield spectrum is shown on Fig.
30. The points of these spectra come from two different
measurements, the even points at a path length of 4.2
meters and the odd points at 5.4 meters. The fact that
all points form smooth guantum yield and absorption
spectra demonstrates that the measured data is invariant

to path length.

8(b, )1 8(ag)1 3(b. )1

1g’ 2g

The 55 cm ™ sequence of the 8(big) 8(ag) band
has a quantum yield spectrum as shown on Fig. 31.
The lifetime of the blue peak is 180 nsec and the same
as that of the 8(b1g) 8(ag). Very little structure
is to be seen and this is probably due to the very

strong background.

i 1 . 1
4(ag) and Q(ag) g(bzg)

The quantum yield spectra of the Q(ag) and Q(ag)
3(b2g) modes are shown on Figs. 32 and 33, respectively.
The spectra are virtually flat, with a very slight
decrease near the absorption maxima. This indicates
that the quantum yields of these two modes are only
slightly below the background quantum yield ( 0.10 )

. . . o -1
at excitation energies around 33400 cm ~.
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The quantum yield spectrum of the 3(a_) mode is
S
shown on Fig. 34. The quantum yields of this mode are
only slightly above background and only a small peak

can be observed in the vacinity of the strong absorption

maximum.
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Chapter VI

Absorption Trénsition'Probabilities

Introduction

Before a molecule can undergo a radiationless
transition, it must be prepared in a state which can
decay. In the majority of cases, such excitation is
achieved through optical absorption. The nature of
the excited state plays an important role in ISC. 1In
addition, if multiple states are excited, the observed
decay properties of the excited ensemble will be diff-
erent from those of single level excitation. Thus, the
first step in an analysis of excited state decay
processes 1is to characterize the excited state ensemble.
In this chapter, the emphasis will be on transition
probabilities and in the next, on problems involving
the interactions of the individual excited states.

Optical transition probabilities have, in general,
been evaluated through the methods of band contour
analysis. It'was first applied to IR bands of diatomics
in 19131 and later to symmetric rotors in 19332. Both

3and rotational theor'yli’D have

band contour analysis
been well reviewed. Virtually all calculated spectra
have been based on one photon theory. No two photon
band contours of an asymmetric roter have been reportad
in the literature although calculations for the Raman

7

spectra of ethylene6, butadiene’ and trans-dichloro-

99



ethylene8 exist.

In the following sectiomns, the equations and pro-
cedures for calculation of one and two photon trans-
ition probabilities for the symmetric and asymmetric
rotor will be discussed. Then the calculations of
rotational contours and excited state ensembles will
be presented.

The ground state ensemble

The molecules which are to be excited initially

form a canonical ensemble. The various rotational states

are populated according to the rotational M degeneracy,
nuclear statistical weights and the energy dependent
Boltzmann factor. This is described by the equation
(6) N = ( 2J+1 ) gy ©XP ( ~E (3,Y)/ kT ).

For naphthalene,h8 the nuclear statistical weights are
136 for states of Wang symmetry ET and E~ and 120 for

O+

and 0", On the basis of the last equation and using
a program to calculate asymmetric rotor energies, the
ground state rotational distribution as a function of
rotational energy has been calculated. The results are
shown on Fig. 35. An expanded scale would show only
discrete peaks for each rotational state with a mean
separation of 0.04% cm™ 1,

The ground state ensemble will be selectively

excited as a function of excitation energy, resolution

and the transition probabilities. The contour intensity

100



Figure 35. The rotational distribution in the

ground state of naphthalene,h8.
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C(E) is given by

C(E) - Zé (2;“,) I, =(E-2F)

where Iif is the line strength of the transition and
A (E-.AEif) is the resolution function.

One photon transition intensity

The rotational wavefunctions of a symmetric rotor

may be written as9
M=K 2 T
(7) 3 PEN D
[ TKMY = (-1) ; e (1)
g
where the symbols are defined as follow:
J: total rotational angular momentum,
K: molecular z axis projection of J,
M: space fixed z axis projection of J,
Dy (): matrix elements of the finite rotation

operator or D-functions.
The use of the D-functions implies a 1Tt representation
for which a, b and ¢ axes of the molecule are correl-
ated with x, y and z, resp.
The line strength of a one photon transition is

defined as

(8) T

}]

Y KT kMM TR

M, My

I

where M° ig the SEE component of the matrix element

of the electric moment in space fixed Cartesian coordinates.



b
O
(6]

It is defined as
(9) YC <¢’)('] Gl d XD

where rg is the s th component of the dipole operator.
In general, this quantity is very difficult to calculate.
However, for rotationmal transitions it usually suffices
to know its symmetry.

The problem is most easily solved by transforming
to spherical tensor coordinates. These are defined
by the following equations:
(10) "4 '
, =3l (xzEiy),
Transforming the dipole operator gifes

Fua = 52 C«s Yy

in space fixed spherical coordinates. These may be

= 2

transformed to molecular fixed spherical coordinates
to give /

':{/ = g D"(K‘ (‘Q) V;-L

Thus, the electric moment is given by

me - gﬁc C... D, ()M,

The matrix element is thus

(11) \y N iy~
CTRKMIM I TRMY = (2T#1) " (277+1) " (&%)

5 o (n)( 3 Dyt C M) D, (2) dA

A1
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Y
= (ZJH')VZ (3‘7/”)2 (2 CS*‘(M-M’«
“
T J
* ( Ez /Vt%, ( K-k’ &’>
/1

7 30
mo-M
symbols. A brief description of the 3-J symbols is

where terms of the type ( ) are Wigner 3-J

given in Appendix 1. Evaluating the equation for the

one photon line strength yields

_I|:(ZJ*|)(ZII+')(‘%> / /V\Ag 7(‘ -J};: A’K>/

which is the final formula for the symmetric rotor.

(12) 2

Two photal transition intensity

The line strength for a two photon transition
is defined as
(13) VW rs
Proe 3 JTRM M TRMDY
M,JMI

The transition matrix element Mrs, as in the one photon

2

case, 1is integrated over vibronic and electronic coord-
inates. The operator is different, however, since
two photons are involved. The two photon operator is
2 the product of the projections of +the dipole
operator on the direction of the polarization vectors
e and e. of the respective photons.

As in the one photon case, the transition matrix
element is transformed from space fixed Cartesian

coordinates to molecular fixed spherical tensor

coordinates. Metzlo has shown that this transformation
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vields _ - -
s S M D:r ()
r /
(14) m = Z C, M}' a2
?:O ;\Jl’
where = *

C (27”) sz (-,«1 Iu —J)) Cx«r Cvs

7
M/q 23*‘) Z’ (—-:{’ —L’ —)’) MM'U’ .

9

Using some well known integral solutions’ and

some algebra, the rotational matrix element becomesio

M-K Yz INZ
(15)< ’K’MIIMN/TKM>:(‘1) (27+1) " (27%1)
S CIM(TTITNT T

70,2 K=K A M -M A

This may be used to directly obtain the two photon

line strength. The final solution is

(16) I - (2:T+-I)<2J'/+[)

2 2 Z 5 J_,/ j." 2
Z Ci }M"K (K-K"’K /
Tso
where _ -] ‘? 2

Cﬁ" :(ZJ"“[) ; JC;\[

The asvmmetric rotor

Transition amplitudes for the asymmetric rotor
c¢an not be written in closed form as they were for the
symmetric rotor in the previous two sections. Quantum
number K is no longer good and is replaced by an index

T which simply orders the 2J+1 energy levels. The
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index T is defined by the equation T = K_-K_ where
K_ is the quantum number in the prolate limit ( A ) B=C)
and K _, in the oblate limit ( A=B }C). Quantum numbers
J and M remain good.

The asymmetric rotor wavefunctions can be expanded
in terms of the symmetric rotor wavefunctions since

they form a complete basis set., This is given by

(17) | T¥M) = ZK: ai,r ] TRM).
The expansion coefficients and asymmetric rotor energies
must be found by matrix diagonalization techniques.
Determination of asymmetric rotor energies is well
documented in the literature but will be briefly
reviewed here, primarily for the sake of nomenclature.
By diagonalizing the expression for the energy of
the asymmetric rotor about the b axis, the energy

formula can be written as

(18) + C _ A-C
E,y = 57_-—- T(T+1) + = E., (%)

In this formula, + is the Ray11 asymmetry parameter
which is defined as
(19) 2B -A-C
"
A ~-C

E ?jWi) are the eigenvalues of a matrix E having non-
~

|

zero elements given by

EX,K = F J(J+1) + ( G-F )K2



and

fo o= ( J(J+1) - K(K+1) )1/2 .

F, G, and H are functions of the asymmetry parameter
and the representation correlating a, b and ¢ with x, ¥y
and z. The coefficients for the two representations

of interest here are listed belowq.

1' (a=z,b=y,c=x ) III® ( a=x,b=y,c=z )
F ( K -1 )/2 (W +1 )/2
G 1 -1
H (K +1 )/2 (®n -1 )/2

Diagonalization of the E’matrix yields not only the
energy eigenvalues for use with Eq. 18 but also the
transformation coefficients for use with Eq. 17.
However, the actual calculation is greatly simplif-
ied by the use of the Wang basis set. The rotational
wavefunctions are written as symmetric and antisymmetric
linear combinations of symmetric rotor wavefunctions

differing only in the sign of K.. This is given by
Y]

(20) ¥

T IKIMEY <L (1Tkmy + (=) 1Tk M))

and [ JOMO) = | T OM),

The Wang transformation12 factors the initial E matrix

of order 2J+1 into 4 submatrices of order ~ J/2.

The submatrices are labeled E+, O+, 0" and E” with
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(E,0) denoting even or odd K values and (+,-) denoting
symmetric or antisymmetric linear combinations. The
matrix elements are described in the literature4 and

have the elements

E 0
By, T EL 1,3
= E E E
0" = . -
1,3 ),3 )15
0 E. .
E375 5’3
Eo, 0 -\/§E0’2 0
+
E" = 2 E5.5 By Eo
0 Eo By g

and E” the same as E¥ but with the first row and columm
removed. Diagonalization of these 4 submatrices yields
energies E,Y(Wi) and coefficients ag,r. The symmetry
properties of the submatrices facilitate determination
of the selection rules.

The form of Eq. 7 implies a III" representation.
This is the proper correlation for molecules best
described in the oblate limit. However, most molecules
are best described in the prolate limit. As far as the
energies and transformation coefficients are concerned,
the calculation is performed in the proper limiting
case by selection of the proper values of F, G and H,

The situation, however, is somewhat more complicated for
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the transition amplitudes which must be described in the
same limit as the transformation coefficients,
For a omne photon transition, the only part of I

1

which must be transformed is
(21) J Jo 1
’ —
Bi(K’K ) = MAK K -K* akK .

For a two photon transition, the part of 12 which must
be transformed is

(22) - - 3
BI(K,K*) = M7 ’ ’ ’
2 ! & K K -K* &K

In either case, a matrix §fym is filled with the
elements of B such that rows are labeled by initial
state and columms by final state quantum nuwmbers. The
elegents are
(23)

X35 = Bn( 2(i=1) + K, 2(j=-1) + K; )
where Ks is the starting K value of the submatrix.

The Ks values are as follow:

Ks Submatrix
0 E*
1 o*, o~
2 E-

In addition, in the Wang basis set the B element must
be multiplied by the square root of two if one of the

arguments is zero and the other unity.
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The transition to asymmetric rotor amplitudes is

given by the equation

(24) x2sym _ ,-1 y¢sym
A

where A1 and A2 are the transformation matrices for the
~ ~

lower and upper states, resp. As stated above, the
B elements are valid only for representation III*. The

XY™ patrix as previously defined can be transformed
~A

to representation Il via the canonical transformation

ySym o pml xSYmo 4
fa”d ~

~ ~
where T is a diagonal matrix with elements given by
o~

(25)

t..
1J

diy( -1

Thus, the elements of Z?Ym are

(26)
Y4j ij’(

Transition selection rules

The intermal rotation group of the asymmetric
rotor is the group V which defines four species of
wavefunctions. This group is characterized by the

following group table.

E Cc Cb Ca

A 1 1 1 1

B 1 1 -1 -1
C

Bb 1 -1 1 -1

B 1 -1 -1 1
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Each of the four species A, Ba, Bb and BC may be char-
acterized by the double indices ee, eo, oo and oe, resp.,
in which the first symbol gives the parity in the pro-
late limit and the second, in the oblate limit. The
parity is e for even K and o for odd X.

The Wang basis functions which give rise to wave~-
functions of the type EF, 0%, 07, E” are constructed
relative to an arbitrary axis system and not to a, b

and c. Thus, they are characterized by the represent-

ations A, Bx’ BY and Bz. The following correlation

exists.
Jeven Jodd
jou A B
Z
o* B B
y x
0~ B B
X Yy
E” B A
Z

This table may be used to map the Wang type functions
into the molecule fixed functions. Given any part-
icular representation which identifies X, ¥ and z with
a, b and ¢, the correlation is always one to one.
Symmetry considerations allow, at most, four different
transition types. In the following table, all possible
transition types are listed. The symmetry index refers
to the symmetry of the product of the representations

of the intial and final states.
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Type Symmetry Ei 111’ Transitions
1 A A A ee ¢ ee
00 €700
oe 4«»oe
eo <2 eo
2(A) B B B ee «reo0
a z x
00 €«» oe
2(B) B B B ee <+* 00
b Yy y
eo « oe
4(cC) B B B ee <» o€
c x z
00 ¢» e0

The allowed transitions may be identified by noting
that the product of the symmetry representations of
operator and wavefunctions in the matrix element
<:\#;/ H’Il#'> must contain the totally symmetric
representation.

For one photon absorption, the dipole operator
is responsible for the observed transitions. Its
components have the symmetry Bx’ By and Bz. Thus,
the totally symmetric type 1 transitions never occur.
For a change in electric moment parallel to the a, b
or ¢ axis, a transition of type 2(A), 3(B) or 4(C),
resp., is allowed.

The case of two photon absorption is only slightly
13

more complicated. McClain has shown that the two

pPhoton tensor of the D2h symmetry group, which contains



1153

all asymmetric rotor groups as subgroups, can be

partitioned as follows:

x 0 0 0 xy O
A = 0 y2 0 B1 =|yx O 0
0 0 22 0 0 0
0 0 Xz 0 0 0

= 0 0 0 B, ={ 0 0
B2 3 Yz
zx O 0 0 zy O

By knowing which subtensor is non-zero, the allowed

transition type can be obtained from the following

table.
Non-zero tensor Type ( 1t ) Type ( III¥ )
A ( xz,yg,zz ) 1 ' 1
B, ( xy,yx ) 2 4
B, ( xz,zx ) 3 3
B3 ( vz,zy ) 4 2

In addition, the one photon operator transforms
as a translation and thus connects states of differing
( u,g ) symmetry. The two photon operator, which
transforms as a rotation, connects states of the same
( u,g ) symmetry.

Rotational contour program

A rotational band contour analysis program for
asymmetric rotors was developed for one and two photon

absorption. A very brief flowchart of the program is
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shown on Fig. 36. The initialization section read in
such data as inertial constants, temperature, transition
symmetry and photon count. The program would then

cycle through all ground state J values with a maximum
of 120 for 1 photon and 119 for 2 photon absorption.

For each J value, a scan of all possible one or two
photon transitions was made until an allowed transition
was found.

The excited state eigenvalues and eigenvectors
were then calculated and stored. The ground state
eigenvalues and vectors were calculated only if the
ground state J and/or Wang symmetry differed from
those of the last allowed transition. Otherwise, the
previous values were used. Diagonalization of the
Wang submatrices utilized the Fortran subroutine SQL2
which employed the QR transformation techmique.

Symmetric rotor amplitudes were then calculated
and transformed by the ground and excited state eigen-
vectors. From the final matrix, the total transition
probability was calculated and summed in a matrix to
give the contour. For 2 photon absorption, the last
step was repeated for J = Oy 1 and 2, each having a
seperate contour matrix. This allowed the plot pro-~
gram to dynamically fill in the photon polarization
coefficients, 63. At the end of the calculation, all

data was stored on disk and could be plotted later.
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One photon band contour calculations were made for
naphthalene,h8. Transitions involving vibrations of
ag symmetry and the origin exhibit type A contours.
The calculation shown on Fig. 37 may be compared with
the measured spectra on Figs. 18, 26 and 34. Transitions

involving b vibrations exhibit type B contours. The

ig
calculated contour on Fig. 38 may be compared with
measured spectra on Figs. 20, 24 and 30. In each case,
calculated and measured absorption spectra are very
well correlated.

Two photon calculations were also made for naphth-
alene,h8. Boesl, et al.14 have measured transitions
of ag and blg symmetry. A difficulty in the calculation
of two photon ag transitions is that the two photon
tensor contains the elements xz, y2 and z2, all of which
are, in general, different. The calculated contour,
moreover, 1is very sensitive to the relative wvalues of
these elements.

The fact that no bgg or bSg transition was observed
indicates that z.2 is very small. The observation of
a blg transition indicates that both x2 and y2 are non-
zero. Hence it is necessary to vary the ratio xz/y2
until a best fit with experiment is obtained. Calculations
for xz/y2 = 9, 3 and 1 are shown on Figs. 39, 40 and 41,

respectively. The contour showing the best fit is for

xz/y2 = 3.
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On Fig. 42, the calculated big contour is shown.
For this calculation no parameters were adjusted since,
for photons. of the same energy, xy=yx. The poor
experimental resolution makes a comparison very diff-
icult for this band.

The excited state ensemble

As stated at the beginning of this chapter, the
ground state ensemble has an important influence orn
the nature of the absorption spectrum.- Likewise, the
excited state ensemble has an important influence on
the observed ISC rates, The exact nature of this
influence will be discussed in Chapter VIII,

Using a modified version of the previously descr-
ibed contour program, the excited state rotational distr-
ibution was calculated as a function of excitation
energy and resolution. For the results reported here,
the resolution was fixed at 0.2 cm_iwhich is almost the
same as the resolution for the measured absorption and

‘quantum yield spectra. The calculated excited state

rotational distributions are all related to the S(blg)i
contour as shown on Fig. 38. Results for relative
excitation energies of 0,0 cm-l, 1.5 em™ 1 ( red peak ),

1

2.5 cm” ~, 3.5 em™ ! and 4,23 cm™?

( blue peak ) are
shown on Figs. 43, 44, 45, 46 and 47, respectively.
The calculations show that the excited state

rotational distributions vary strongly as a function
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Figure 43. The rotational distribution in the excited

state of naphthalene,h8 at the band origin.
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Figure 44. The rotational distribution in the excited
state of naphthalene,hB following optical excitation
of 0.2 cm™! bandwidth, 1.5 cm™ > to the blue of the

band origin.



SHAEWNANIABMA NI A9YHINT TUNOT1H10Y

00001 006 0" 005 0°06< 0°0

| |
oy gy v

RELATIVE POPULATION

8H * INFTYHLHJEN



Figure 45. The rotational distribution in the excited
state of naphthalene,h8 following optical excitation
of 0.2 em™! bandwidth, 2.5 cm™ ! to the blue of the

band origin.
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Figure 46. The rotational distribution in the excited

state of naphthalene,h8 following optical excitation of

0.2 em™', 3.5 cm™! to the blue of the band origin.
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Figure 47. The rotational distribution in the excited
state of naphthalene,h8 following optical excitation of
0.2 em™ ! bandwidth, 4.2% em™ ! to the blue of the band

origin.
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of excitation energy. Variations of over 200-~300 c.:u;!-1

seem to be typical. Indeed, the form of the distribution
is markedly different from that of the ground state

as shown on Fig. 35 and depends strongly on the
excitation energy. A larger bandwidth tends to spread
out the distribution and a smaller bandwidth tends to
make it more linelike. In the limit of very large
excitation bandwidths, the distribution would almost

mirror the ground state distribution.
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Appendix 1

The Wigner 3-~J Symbols

Throughout this work, the Wigner 3-J symbols are
used. In this appendix a brief explanation of their
meaning is presented. A detained description can be
found in the books of Edmonds9 or Rosels.

The Wigner 3-J symbols arise from a description
of the coupling of two angular momenta. Coupling of
more is generally described by the 6-J or 9-J symbols.
For a system with two angular momenta which satisfy
the commutation relation ‘

~ ~

[JI,JZ = o,

there exist simultaneous eigenvectors which are given by
} J1 M1 J2 M2 > where the M quantum number refers to

the z axis projection of J. 1In this system, the

angular momenta are seperately quantized., If 3‘ adds

1

S
to J2 via the operator equation

o~ ~

~
J=J1+J2,
the eigenvectors of the coupled system are given by
) J1 J2 J Pf> - The two sets of angular momentum
eigenvectors are related via the unitary transformation
|3, J2JM>= > Joy My 0, M) (3, M, I, My VT T, T M)
MI’MQ
The terms of the form C--“ f“") are the vector-coupling

or Clebsch-Gordon ( CG ) coefficients. The non-symmetric

relations between the CG coefficients prompted the
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introduction of the Wigner 3-J symbols. They are

defined by the equation

1oe S (-1)%1 " T M (o gy 12
Mo M M (I My Iy M, | I T, T )
Thus, the two basis sets are related by the equation
JiJzJM>=Z{J1M1J2Mz> (-1)Ja - 94 - M
o MyaMy ( 2J+1 )1/2(J1 72 )
M, Mj-M /.

The value of the 3-J symbol is unchanged by an

even permutation of the columms and must only be mul-

+ Jz + J

tiplied by ( -1 ¥4 for an odd permutation or

if all M values are negated.
Thus, the 3-J symbols simply represent coupling
coefficients between different sets of angular momentum

eigenfunctions. For example, in optical absorption

J1 J2 1

terms of the form ( ) arise. The initial

M1‘M2 Y
rotational state ’Ji M1> is coupled with a photon
state /1&() where A 1is the polarization, +1 or O,
of the photon. Absorption produces a final state} J2 M2>
Non-zero 3-J symbols arise only on the condition that
>
J1 + J2 Z
to the selection rules &2 J = +1, 0 and J1 =0 ﬁsz = O.

12 fJi - Jz/ « This immediately gives rise

Thus, the symmetry properties of the 3-J symbols

can often be used to obtain the selection rules for the



process.

-~ A ar
The equation J = J1 + J2 can be rearranged to
give
~ A~ AL

In this equation, a partial angular momentum is given
as the vector difference of the total and another
partial angular momentum,., Such a situation often
arises with respect to molecular rotation and has

16

been discussed in detail by Van Vleck -. The important
point is that -3; is a time reversed angular momentum
operator which has eigenfunctions that are time reversed
relative to those of 5;. The operation of time reversal
on the eigenvectors gives

[3, M) = ( -1 yJa * My Iy My Y
The coupling in this caseican also be described by

the Wigner 3-J symbols.
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Chapter VII

Characteristics of the Excited State Ensemble

Introduction

In the last chapter, the excited state ensemble
of a single vibronic level was shown to vary as a function
of excitation energy and resolution. In general, each
of the ro-vibronic states in the ensemble can have a
different lifetime and quantum yield. The consequences
of this on the observed, experimental lifetimes and
quantum yields will be discussed in the next chapter.
However, the factors which could alter the initial
state distribution will be discussed first. There are
two that are important: collisions and intramolecular
energy transfer.

Isolated molecule conditions

For a molecule to be isolated, the effect of the
environment musf be such that neither the energies of
the molecular states are shifted on the relevant mol-
ecular energy scale nor transitions induced between
states on the relevant experimental time scale. These
two requirements describe the maximum perturbation
which can come from the environment. However, only
the latter can change the initial rotational dist-
ribution. In the gas phase, collisional effects arise

from both the cell wall and other molecules.

137



138

Collisions with the wall generally destroy the excited
molecular states. As a minimum, the ro-vibronic dist-
ribution is completely destroyed. In lifetime or gquantum
yvield work, considerable error can be introduced. This
is ¢learly seen, for example, in the work on 502 by
Brus and McDonald1 where longer lifetimes were observed
than in any previous experiment. This was attributed
to a much larger cell size which reduced the number of
wall collisions. This problem has been analyzed in
detail by Sackett2 and is generally not important for
molecules as large as naphthalene.

Collisions with other molecules present consider-
ably more difficulties, however. At high pressures,
any rotational distribution will assume the thermalized
form shown on Fig. 35 on a timescale short relative to
radiative decay.

Vibronic redistribution is generally the result
of short range forces between the collision partners.
However, a dipole-dipole interaction which produces
electronic energy transfer at large distances can
occur. This effect has been postulated as operative
in NO3 and glyoxallt but has not yet been observed for
molecules the size of benzene, or larger.

Collisions which result in rotational redist-
ribution ganerally have large cross sections. Thus,

rotational scrambling of the initial rotational ensemble



formed by optical excitation can occur at pressures
which do not disturb the wvibrational purity of the
excited state. Hence, the measurement of the properties
of specific rotational ensembles requires much lower
pressures than measurements involving only single
vibronic levels.

Intramolecular energy redistribution

In the absence of collisions, there is still a
possibility of energy redistribution within the excited
electronic state. However, very striect rotational
selection rules ( &J = 0 and & K = 0 ) do not allow
any change in the rotational ensemble. Thus, redist-
ribution is limited to vibrational degrees of freedom.

The possibility of redistribution influences the
selection of a model to describe the experimental data.
In the limit of a large density of states and complete
redistribution, the model of communicating states is
applicable. In the 1limit of small density of states,
models of discrete states must be used. The applicable
coupling regime depends not only on the size of the
molecule but also on the critical energy required fo
turn from one type of dynamic process to another.

This is designated as the turmover point of the system
and sets the criteria for discrete and communicating
states.

A molecule which has been excited from So to S1 by

the absorption of a photon will, at low excess energies,
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have vibronic states which are discrete. This means
that the linewidth of the wvibronic state - which is
determined by all processes acting to depopulate the
state - is much sm;ller than the energy seperation

of adjacent states or | ¢ QE_ ¥ ?-1 where p

total
is the density of states. At very high excess energies,
vibronic states are closely spaced and the linewidths
tend to be broader since the total rate is faster.

In the extreme case, one comes to overlapping states

and hence, just by virtue of this alone, may have
reached the communicating state limit. This limit

will be reached for most polyatomic molecules at
sufficiently high energies. This means that no amount
of spectroscopic resolution will produce single vibronic
structure beyond the turnover point. Experimentally,

it is the point above which no pure vibronic state can
be excited., Theoretically, one is required to turn

from a model of discrete to communicating states.

The intramanifold turnover point is defined as the
excess energy at which the following equality is

satisfied:

r;otal( Exs ) z‘AEs ( Exs ).
The linewidth r;otal is determined by lifetime broad-
ening and may be defined as

flotal = ﬁ'/‘Yobs'

The average initial state seperation,;ﬁEs, is inversely
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proportional to the density of states and may be defined
as
(23) AE_ = fp=hcys= hc/e
where e is the density of states per cm-l. From
Egqs., 21, 22 and 23, the following equation is obtained
as the criteria for the turnover point:
(28) 1/ 7 o =2Tmc/ @( E.g) .
A plot of the l.h.s. and the r.h.s. of Eq. 24 as a
function of excess energy on the same graph allows the
turnover point to be determined by the point of inter-
section.
This is illustrated for B-naphthylamine on Fig. 48,
Most of the meésured data for this molecule lie above
the turmover point of 5000 cm-i. It is for this molecule
that the communicating states model found its first
successful application.S There has been some question
about the experimental results for this molecule6 where
it has been contended that the resolution of the exciting
light may have been insufficient to excite single vibronic
levels. This may well be impossible for this system
above 5000 cm—i. Above the turnover point, the only
experimentally meaningful quantity refers to mixed states,
hence k(Exs) and not k(SVL).
The results for naphthalene are shown on Fig. 49.
1

The extrapolated turnover point occurs at 4500 cm .

Thus, intramolecular processes below this point should
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be considered within the framework of discrete states.
This supportsrthe calculations of Fischer, Lim and

Stanford7

who showed that the communicating model

gave very poor agreement with experiment. An early
study of naphthalene8 emploved the communicating
states model to explain the observed non-radiative
rate constants. The use of a broadband excitation
resulted in the excitation of many vibrational modes.
However, the number of modes is of no importance if
energy redistribution is excluded on a microscopic
level for each mode. Below the turnover peoint, states
can not communicate. The excitation of many modes

does have importance, however, and will be discussed

in the next chapter.
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Chapter VIII
Excited State Relaxation

Decay of a single level

The measurement of the fluerescence quantum
yield and lifetime of a single ro-vibronic level
under isolated conditions yields information on the
radiative channel ( kr ) and the non-radiative channel
( k ) of molecular decay. The following equations
are almost universally applied to interpret the exper-
imental observables:
¢/

(1-6¢) /7.

These equations do not apply to the relaxation of a

I

(25) k_

r

(26) k

multilevel system unless it can be shown that the
individual levels of the system are all characterized
by the same microscopic lifefime and quantum yield.,
This is often ignored in spite of such warnings as
the variation in lifetime as a function of resolution
of the exciting light or the detection bandwidth.

Decay of an ensemble

Multistate relaxation processes are of interest
in many areas of physics, chemistry and biology.
Reviews over the general theory of multistate relaxationi,
particular applications to chemistryz, and molecular
decay following sinusoidal excitation3 exist., In this

section a stochastic theory, starting with a Master
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Eguation, isApresented for the case of molecular decay
following pulsed excitation. Equations for the labor-
atory observables and rate constants are developed.

For each microscopic parameter, there exists an
associated ensemble matrix, diagonal in the microscopic
parameters with rows and columns labeled by all sign-
ificant quantum numbers. For example? the population
mateix contains, as diagonal elements, the initial
concentrations of each quantum state of th; ensemble.
Off-diagonal terms are absenf from the present discussion
but in a more general theory would represent energy
transfer or other coupling of states. A correlation of
the ensemble to microscopic parameters is given in
Table IV, The necessity of often taking the trace of
the product of the population matrix times another
matrix justifies the introduction of a special notation
for this operation. This is denoted by
(27) [x] =+tr (NX)
where 5 is any matrix. The simplest example is the
total excited state population given by
(28) N = [£]= tr (NI) = tr (N)
where‘l is the identity matrix.

The decay of the entire ensemble as a function of
time is given by

(29) - N (£) = K_ N
~ ~ne

(t)



Table IV

Correiation Table

Parameter Ensemble matrix Microscopic
Population N n(i)
Radiative rate Kr kr(i)
Non-radiative rate K ‘ k(i)
ar nr
S
Total decay rate K, kf(i)
Lifetime
T Y (i)
Quantum yield ¢ ¢ (i)
~
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which in integrated form is

(30) N (t) =exp ( - K_ t ) N (0).
~ ~ ~

£
Thus,

(31) = N (t)
~

£}

K_.exp ( - K

. t)lf/(O)

~ f
=P (t) N (0)
where P (t) is the decay probability function. The

~
signal matrix is defined as the produc¢t of the ensemble
decay function and the ratio of emission probability
to all other decay paths. Thus,
(32) s (t) = ¢ P (¢t) N (0)

~ ~ ~ ~
and since the observed signal is just the sum of the

signals from all states, the signal function is given by

(33) S (t)

tr ( § P (t) N (0))

[ f}/(t)].

The signal S (t) contains all informatien about the

ensemble. From this function all observables can be
immediately obtained.

The observable quantum yield, ¢‘obs’ is defined
as the ratio of the number of photons emitted to the num-
ber absorbed. The number emitted is given as the
integral of S (t) for all time and the number absorbed
by the initial total population of the excited state.
Thus,

o

54) .= fswa sx

'[ii(t)] dt /N,

H
‘\/’\’ 0
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However, P (t) is just a normalized prabability function
~
so that
= N .
) b= [T/ N,
The only unambiguous way to characterize an
ensemble lifetime is as the mean first mpassage time

of the ensemble. Thus defined,

a 1
(36) Y obs 2 s (t) tat / § s!(e) at

[v¢] /[¢]

Using the last two equations for the ensiamble quantum

I

yield and 1ifetime, the ensemble rate comstants are given
by

e
(37) ke = 4’obs / ’robs

&1 /N L[74]

[

and e
(38) knr=(1-¢obs)/?obs

“(No-[¢I1)LI/N L2 4]

One special case is of impertance. It asks what
the observed ensemble radiative rate comstant will be
if the microscopic radiative rate constamt is constant
for all levels. Substituting in Eq. 37 gives

1
= [T]/ N, [T
By defining the average lifetime as

<> = [ 21 /N,

and the average squared lifetime as

<y =Ly 1] /N



the radiative rate constant of the ensembie is gi#en by

(39) k% = kT <7v>% 7 <¥) .
Thus, the measured radiative rate constamt will be
equal to the microscopic rate constant omly if the
average squared lifetime equals the average lifetime

squared,

A most extreme example would be the excitation

of two levels which were equally populated but with one

having such a large non-radiative rate comstant that

no emission from the state could be obserwed., In this

case, ,
LY JLrt> =

The important point is that lifetime averaging can

severely affect the observed rate constants. - The

above treatment is valid for any excited ensemble.

However, in the chapters to come, emphasis will be

placed on the rotational ensemble of a single vibronic

level.
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. Chapter IX
The Radiative Rate Constant

The dependence of the radiative rate constant on
vibrational excitation has been widely discussed in the
1iterature1~4. A vast amount of absorption and fluor-
escence spectral data exists with which these theorigs
can be tested.

The simultaneous measurement of lifetimes and
quantum yields along the rotational contou£s of the
0-0 and 8(blg)i bands of naphthalene allow the rad-
iafive rate constant to be calculated via the equation
k: = ¢//ﬁ’. The radiative rate constant spectra of
these two transitions are shown on Figs. 5D and 51.

In both cases, maxima are observable im the region of
the absorptioﬁ maxima.

As shown iﬁ Chapter VIII, the observed radiative
rate constant is subject to a somewhat complicated
lifetime averaging scheme and structure in k: may be
seen while the microscopic radiative rate constant k:
remains constant. In general, rotatiomal effects have
not been included in any theoretical analysis of rad-
iative rate constants. They have been considered
constant for any single vibronic level.

The radiative rate constant for amy particular

| JKM) rotational state is given by

(40) k: & R(J,K,M) = E | <ITK*M° M. f I K M| 2
J*,K* , M ,F
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where MF is the F th component of the electric moment
which is integrated over the electronic and vibrational
coordinates. The proportionality is an approximation
since a factor including the frequency of the exciting
light Should also be included. However, for large
energy gaps, variations among various rotational states
should be small. :

The expression for the microscopic radiative rate
constant is most simply obtained by summing R(J,K,M)
over all initial M states and dividing by the M state
degeneragy. This is given by

(51) Mo D RI,KM / (2051 ),
M

From the well known sum rule5
L L4 ’ 2 — 2
(k2) 2 | <9 kM| 4>FgMg}J KM% = lMgl (2J+1)
J"K"Ml’
M, F

where
Mp = Z Mg#Fs
-4

it is easily shown that
m 2
(43) k. o Y [Mg[
g

where the index g relates to the molecular coordinates
and the index F relates to the laboratory coordinates.
Thus, the radiative rate constant will be considered

#s constant for all rotational levels belonging to the

same vibronic level.
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It is important to emphasize that the observation
of stfucture in the ensemble radiative rate constant
as a function of rotational excitation im no way
conflicts with a microscopic radiative rate constant
which is independent of rotational quantum numbers.
The observation of structure is due to a lifetime
averaging effect which can easily arise from the
non-radiative rate constants. However, lack of structure
in the radiative part demands structure in the non-
radiative rate constants for a consistent explanation

of the experimental results.
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Chapter X
The Mechanism of Non-radiative Becay

The zZero order Hamiltonian

A description of the non-radiative decay of an
excited electronic state rests on a determination of
the interaction of the prepared state with states
which are not coupled, or at least very weakly coupled,
to the radiation field. The interaction arises through
terms in the full Hamiltonian which make the prepared
state non-stationary. The factorizationr of the full
Hamiltonian into zero order and interaction terms
determines the basis set for the representation of the
zero order states.

It has been pointed out that the final non-radiative
rate constant given by the choice of any complete basis
set will be the same if the calculatiom is carried out
to a high enough order of perturbation theory.1
However, it is advantagous to keep the order to a
minimum., If the zero order states do not give a good
representation of the prepared states, high order
calculations may be necessary. ' Thus, the choice of
the zero order basis set, and therefore the zero order
Hamiltonian, should be determined by the mature of the
atates which are prepared and subsequently observed.

Thus, if the Hamiltonian is written as

~

(44) H = ?{o + W

159



160

it is desireable that the prepared states be eigen-
functions of E;. Transitions between the zero order
states will then be governed by gi.

It is, therefore, worthwile to consider the nature
of the prepared states. Due to the fact that the
electromagnetic field strongly discriminates against
transitions which involve a change in.spin quantum number,
the states which are optically excited from a singlet
ground state, and thus the states which are observed
in emiésion, are primarily of singlet character. If
the state acquires triplet character via a change in
spin ( ISC ), it is no longer strongly coupled to the
radiation field and is not observable via UV emission.
This suggests that the zero order states should be
described within a pure spin representation. The full

: ~ ~ ~ ~
Hamiltonian becomes H = Ho + Hsc where Hso is the
spin orbit operator which can induce S-T transitionse.

The zero order Hamiltonian is given by
(45)  H, = T(a) + U(a@) + T(a)
where the three terms to the right are the electronie
kinetic energy operator, the electronic-nuclear
interaction operator and the nuclear kinetic energy
operator, respectively. These are functions of the
electronic coordinates q and the nuclear coordinates Q.

An approximation found very useful in optical

~
transitions is to separate TN(Q) out of the zero order
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Hamiltonian and to also consider it as an interaction
term. This is the Born-Oppenheimer ( BO ) approximation.
It is assumed that the motion of the nuclei is so slow
that the motion of the electrons instantaneously adjusts
to any nuclear motion. Thus, the electronic energy

can be calculated with the nuclei at various fixed
positions. The energy hypersurface can then be obtained
by a point to point calculation. Derivations of the

BO theorem have been based on the relative mass of the

2,3 and their relative energiesg.

electron to the nucleus
The Hamiltonian bécomes
N ~ v
(46) H=H + T7.(Q) + H
(] N so
and the wavefunctions assume the product form .

£¥' = d% X; S;

‘
where ¢ ’ 7 and S5 refer to the electronic, vib-
rational and spin wavefunctions, respectively. Although
not considered in this chapter, rotational wavefunctions
arise through a factorization which separates out
translation and rotation of the entire molecule.

Within the BO approximation a large variety of
coupling schemes have been developeds. However, only
two have been widely discussed‘and used in the liter-

ature, These are the adiabatic BO ( ABO ) and crude

BO ( CBO ) approximations.
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For IC between two singlets, only the operatdr %&
is imﬁortént. However, for ISC between a singlet and
a triplet or IC between two triplets, the full pertur-
bation must be used.

Coupling schemes in ISC

Of the three types of radiationless processes
Just mentioned, the majority of calculations and
measurements are related to ISC. The numerical results
reported in this work also assume that ISC is the
primary non-radiative decay channel of nmaphthalene

excited to S The interaction matrix element for

1.
ISC is given by Eq. 51. To first order in a pertur-

bation expansion, the matrix element has the components

(52) MW H, s TPy =Y L P,

~

.’i2 (Ej-Ef )-1[ < IL}Ji‘ Hso} 3%’3‘)'

Wil B ] 2oy <M Ya B My

J 1 J

<<1\yj I E;o ] 3q{€>-].
Siebrand and coworkers6 have shown that this equation
can be divided into 5 distinct terms, each of which
corresponds to a different mechanism for ISC., The
first two are obtained by expanding the first matrix
element on the r.h.s of Eq. 52 in a Tayloer series
terminated after the second term. The first mechanism,
H(i), is that of direct spin orbit coupling. It arises

from the evaluation of the first term in the Taylor
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expansion at the equilibrium position and is given by
(53) H<1) = <:1‘f;(qu) I Hso | 3‘ff(qu)‘>‘

For interactions involving 6 TT*or 1T6*'transitions,

it is expected to dominate due to one-center integrals.
However, for Wf"ﬁ;ransitions, only smaller three-center
integrals are non-zero. In molecules with a center of
symmetry, these are identically zero for SO-T trans-

1
itions,
The second mechanism, H(z), is the second term in
the Taylor expansion. Because it is vibronically

induced SOC, it gives rise to promoting modes via

terms of the type

GV | a1 X QXD

(2)

H becomes identically zero for out-of-plane vibrations

; L ¢
within the one-center approximation for a T T  inter-

mediate state. Thus, in-plane vibrations are considered
to dominate6. However, there are no such symmetry
restrictions on the promoting mode if twoe- or three-
center integrals are important. Metz, Fredrich and

=

Hohlneicher' have shown that this may be the case in

calculations on T1-So ISC in naphthalene.

The term H(S)

is simply the second term on the
r+h.s of Eq. 52, It corresponds to mixed vibronic and
spin-orbit coupling. Terms given by Eq. 54 also

appear in this case and out-of-plane modes which couple
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to 61T or 16 intermediate states are expected to be

the promoting modes since one-~center integrals exist.

H(4) and H(S), appear only

(2) (3)

when the intermediate state of H or H is iso~-

The last two terms,

energetic with the final state. These resonance terms
are expected to be small for naphthalene ISC T1€; Si
at low excess energies and will not bg considered
further.

As mentioned above, the existence of a promoting

mode, k, implies terms of the form

< \Pl(qQ)}%Q“, kPJ(CIQ)> = ( Ei(Q) - EJ(Q) )"1 .

Y ita®) 9uta)/g o |y (a®)),

The normal procedure has been to neglect the Q depend-
ence of this equation. Orlandi and Siebrand8 have
introduced a correction factor Py to approximately
correct for this dependence. Model calculations
indicate that it is on the order of 1-10, Nitzan and

9

Jortner” have estimated the error in the numerator

and denominator of the last equation and found that
errors from the former are dominant and may be several
orders of magnitude. Freed ana Lin10 have introduced
a Q-centroid approximation scheme in which Eq. 53

is evaluated at a fixed nuclear position Qo which does

not correspond to the equilibrium position of either

state, They indicate that the term H(i), if zero at Q_,
e

(1)

may be dominant at Qo' This could make H the

165
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leading mechanism and obliviate the needi for a promoting

mode,

ISC coupling in naphthalene

At low excess energies, only T1 cam be a final state

of ISC from 51 in naphthalene. Both of these states are

x
characterized as T{ Tl . Direct spin orbit coupling,

H(i), is ‘expected to be small due to three-center

11,12 (1)

integrals. Symmetry considerations show that H
couples only with the spin component perpendicular to
the molecular plane, 62. Measurements im the solid

phase indicate that gz is the least popmlated of all

spin componentsli’ls.

H(Z) and H(S) with promoting modes of b2g or b

38
can populate spin componenté 6x or 6;, respectively.

& 3 Xx
The intermediate 6 [T or TT6 states are of symmetry

1u

Blu for G'X and A

for 6’y. These mechanisms are
summarized on Fig. 52,

The experimental evidence indicates that H(z) or
H(s) is responsible for the observed ISC in naphthalene.
However, it is far from conclusive. Low temperature
s0lid phase measurements are not directly transferable
to the gas phase. In addition, the observed population
of the various spin levels at low temperature may not
reflect just the electronic matrix elememts.

For relative rate calculations, the wexact mechanism

need not be known as long as no more that one promoting



S1 (Byy

Figure 52.

Coupling schemes for ISC in

naphthalene-hg.
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mode is responsible for the non-radiative transition.
In this case, the electronic factor cancels out of the

ratio.
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Chapter X1
Models of Non-radiative Decay

The general ecquation for the rate

There have been many different models for the
non~radiative decay of an excited electromic statee.
However, virtually all models have started with the same
basic equation for the non-radiative rate constant.

To derive this equation, it is easiest to start with a
quantum mechanical treatment of time dependent statesl.

If a system is in state |i) at time t=0, it will
develop according to the transformation
(55) (Y)Y = UW(t,0) [i)
with ([ (0,0)=1. The time evolution operator is fully
determined by the Hamiltonian of the system and is also
valid for the time dependent Schroedinger equation. Thus,
(56) i UW(t,00/9¢t |i) = HU(t,0 [i)d .

Solution of the last differential equation with
the initial condition (4 (0,0)=1 gives rise to the
equation +

~

W (6,0 =1 -1 [ HE) W ,0) at?
which is solved throughpiteration to give
(57) U(£,0) =T exp ( -i § H(¢") at” )
where the time ordering operat:r % stipulates that the
earliest time is to the right and latest, left.

Writing the Hamiltonian as

~ ~ ~
H(t) = Ho(t) + H(t)
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~
where H”(t) is the interaction operator, the time

evolution operator assumes the form
(58) Ut,0) = uo(t,o) u’(t,0)
A ~
where L{o(t,O) belongs to H,. If H is time independ-
ent, the following equation is wvalid
F.Y4
(59) Y (+,0) = exp( -iH_t )
and the second term has the ﬁ?rm
A L 4 o~
(60) (L7 (t,0) = T exp( -i f{{ (¢t7,0) H*(t7) U _(t",0)dt").
o
To describe the decay of state | i)-it is necessary
to note that the probability that the system is in the
final state | fﬂ> at time t is given by
- 2
(61)  w  (t) = | {s|¥()) |

which can be rewritten as

(62) w o (t) = [ {ef (A(g,00 [ a)[3
= [<f[(,(o(t,o)(,(‘(t,o) [ i>/2.
Since |i) and | f> are eigenstates of go’ the

operation of L(o(t,O) gives only a phase factor. Thus,
. . 2
(63)  w, (¢) = [{e U e, 0 [ iD]2
To first order, (/A “(t,0) is approximated by
el ~
(64)  L7(¢,0) =1 -4 ) (f (t7,0) B (£) Y _(t7,0) at”.
A o o

Substituting Eq. 6% into Eq. 63 yields

: ~
(65) wielt) = ] exp( i W, o t7) CfFlH (%) [i D dt" 2
o ,

which may be simplified if the perturbation is time

independent to give



~ N )2 -
(66) w  (t) = J¢f | B | i)]|% (2-2c0s (o, t))w]

The non-radiative rate constant is defined as the

time derivative of wif(t) summed over all final states.

Thus,
67) k= > ie(t)
S dt ,
- 2w %I flay)? Sin(:ajft)
£ if

2t 3T Kelw i)l A (w, ) .
f .

In the limit of t % oo R At( CO) becomes a delta
function in <« . Thus,
1 - M' . 2
(68) k= 2T Flelw []? Sw, .
£

Higher order solutions for the non-radiative rate
constant can be obtained via Green's function methods
or direct substitution of a higher approximation
of ([°(t,0) in Eq. 63. Goldberger and Watson' have
given a solution valid to ail orders of perturbation

theory. Their equation is

ke = 27T Z | ¢ I?{(E)[iﬂz (e ;)

AL
where R(E) is the level shift operator. In general,

the equation for the rate constant can be written as

(69) ke = 2T Z ,Viflz é(Ei-Ef)
£

where Vif represents the coupling strength of the

2
f.

172



173

initial to the final state and it is assumed that
sufficient terms in the perturbation expansion have
been included to properly describe the coupling.

Density of states models

A closed form solution for the non-radiative rate
constant was first given by Bixon and Jortnerz and

3

Stepanov”-. They assumed a constant coupling strength

between initial and final states so that Vif=V. An
additional assumption was that all final states were
equally spaced with a spacing € = 1/ ¢ where @ is
the density of states. Their final solution can be
obtained by changing the sum in Eq. 69 to an integral,

yielding
L- )
(70) k=21 § |v| %p ap(w)de

- o0

=2 mv]®p,
Thus, the rate constant is given by a coupling strength
times the density of states.

In the Bixon-Jortner derivation, a zero order state
of energy Ei which coupled to the radiative continuum
was shown to be split into many lines by interaction
with the quasi-continuum of secondary states, The
probability of light absorption was found to be a
Lorenzian envelope around the absorption lines centered

at E

i® The halfwidth was given by

AE:ﬂ'[vlzp ]
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They also demonstrated that the functiom A;t( W ) could
be approximated by a delta function at times t << P .
For longer times, the system would return to the
"original state with a Poincare or recurrence time

of trec ~ Q@ -

Although this model gave important gualitative
understaqding of the nature of the no?-radiative process,
the assumption of a constant matrix eiement V made it
inappropriate for application to real molecular systems.
This assumption may be justified for treatment of the
purely electronic part of the matrix element. However,
the vibrational terms will strongly depend on the final
state vibrational distribution and thus the energy.

This was recognized quite early be Siebrand4 who

factored the matrix element as follows:

~ X X
4

TYF

3]

(F]]

where ¢ and X are the electronic and wibrational
wavefunctions, respectively. The rate equation became

(72) 2

knr = 2T J°F P

where the factor F represents an average Franck-Condon
factor and ? y an "effective'" densiiy of states.
Using this equation, Siebrand considered only

relative rates for population of optical mode k according



to the relation

(73) k(mk=0) POF(mk=O)

k(m =1) € F(m=1)
which eliminated the necessity of calculating an
electronic matrix element. Eqg. 73 was expanded in a
series which summed over final state population of the
optical mode and was simplified via Hermite polynomial
recursion relations. Siebrand was thﬁs able to get
equations for non-totally symmetric optical modes aﬁd
for totally symmetric modes. However, the equations
were employed to predict the average population of the
optical mode in the final state and not for relative
rates,

5

Eq. 72 was also used by Burland and Robinson~ to

-calculate the 1Alg <« 3B1u transition rate in benzene,.
The electronic matrix element was calculated using a
b2u promoting mode of frequency 1330 cm-'1 which coupled
to a 1B2u state. The matrix element had the value
V= 0.16 cm™ I,

The density of states was obtained from a calcul-
ation by Schlag and was 4.4 x 1012 states/cm L.

Since direct coupling occured only via the b mode,

2u
the density of states was reduced by a factor of 16,
the number of one dimensional representations for a

mélecule of D6h symmetry.

The average Franck-Condon factor was formed by
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averaging the values for each of 6 classes of vibrations

in benzene. Thus,

F = ZNiFi/ ZNi
1 1

where Ni is the number of vibrations in class i. The
theoretical result was k = 9.04 x 1072 sec”! while
the experimental result was knr = 2.4 x 10_2 sec-i.
This large discrepancy was attributed to anhar-
monic effects. However, the main objection to density
of states models is that there is a single, unique
Franck-Condon factor for each final vibrational dist-
ribution. No amount of partitioning the wvibrations
into groups will get around‘thé variations which occur
within groups. Although these models give qualitative
understanding, they are limited since both the average
Franck-Condon factor and the effective density of states

are ambiguously defined.

Time representation models

Density of states models in which the rate is
calculated by the product of a level density and ah
average coupling strength have been almost completely
replaced by models which transfer the calculation from
the energy to the time representation., This is accomp~
lished by a Laplace or Fourier transform of the equation

(7%) L 2T fz’vifl ? S(Ei’Ef)

= 2 T G(0)
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where

G(E) = ;Jvlf} 2 §(Ei—Ef—E) .

Most common is the Fourier transform which generally
incorporates Kubo's generating function technique6.
Using the integral representation of the delta function,

the last equation can be written as
w i

G(E) = (2 TT)~1 5 exp( -iEt 5 z{( t ) dt
- o0

(75)

where Z( t ) is the generating function., It is defined

as the Fourier transform

' oo
(76)
2(t) = § a(B) exp( iBt ) a5 .
- o0
The time integral of Eq. 75 is generally solved by

means of the method of steepest descents7’8’9.

This approach replaces the integrand of Egq. 75
with a Gaussian centered around a single, purely
imaginary saddle point to = =i Y ., The use of a single
saddle point will be refered to as the first saddle
point approximation (FSPA); Integration of the

Gaussian leads to

(77 G(B) = 2(¥) exp( - TE ) (({(n2) - £%) 2 77 )~1/2
where
zZ( 7)) = 2 ’Viflz exp( 7 &E)
3
and

(h2> - z7l(w) 2 ]vif[ 2 ag? exp( ¥ OF)
f
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which is the width of the Gaussian. The saddle point

is determined via the equation

(78) <h) = a&aE = z7l(v) 2 ’Vif’ 2 AR exp( v LE).
£

Within this approximation, the rate is given by

(79)  « _amaz(v) (21 <n2))1/2

nr

If the vibronic modes are not mixed, the non-

interacting oscillator approximation ( NIO ) may be
used. In this case, the coupling matrix element

assumes the form

« K <32
®0) 22 TT KX, | Xy >
k

if

where k is the number of oscillators and C, the ele-
ctronic matrix element. If C includes a promoting
mode j, the product over k does not incIude j. The
generating function then becomes a product of one

oscillator generating functions Zk( Y,

(81) 2(7)=c TT 2,(Y) exp( - 8ET) .
K |

Solutions for harmonic potentials have been given in
the literaturelo’ 11, 12.

‘The first theoretical analysis involved displaced,
undistorted potential surfaces. Brailsford and Chang13
assumed that all displacements § a Were small except

for the mode of maximum frequency M, which was assumed

to be the best accepting mode. The saddle point

solution, which involved only mode M, predicted(an
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increase in the rate with increasing qguanta in the
optical mode, m_ - In addition, the saddle point to
was shown to be independent of m in zero and first
order, The neglect of higher order terms was criticized
by Heller, Freed and Gelbart®® ( HFG ) who believed
that they were important.

In order to explicitly account fer the optical
mode, the HFG model factored out the optical mode

Franck-Condon factor from all other modes. This gave

the equation

(82) : 2 Ra
knr x é I(ma‘ na> l I(AEk )
a
where o
n ~ n
I(A&Ek‘ﬂl ) = f Zk(t) , Tm Z_ (t) exp(-i aE 2t) dt
-0 J # k,a J

and a, k and j refer to optical, promoting and Sccepting
modes, respectively. The generating functions were
evaluated for displaced, distorted harmonic oscillators.
This model was applied to the calcumlation of
non-radiative rates in benzene., Only va and &% were
assumed to undergo large displacements. Using a
model of undistorted oscillators, the experimental
results of Spears and Rice14 were reproduced to within
20%. More important, however, was that the calculations
showed that the contributions to the Franck-Condon
factor by the optical mode were largest when the

change in quantum number was small but still signif-



icant if greater than one. This was ih variance with
the assumption of Brailsford and Chang.

Calculations including displaced, distorted
oscillators and two optical modes reproduced the
experimental results within experimental error. The
parameters foﬁnd most important were the optical mode
frequency changes and displacements. The energy gap

1 and the predicted

was varied over a range of 2000 cm
relative rates varied by less than 2%. Thus, the
model showed insensitivity to the promoting mode

frequency.

In a later work, HFGlS.expanded their equation

to take account of any mode requiring special treatment.

The effect of partitioning more and more modes out of
the integral, however, is to reduce the effective
energy gap. In addition, in the limit of small energy
gaps, the saddle point approximation is known to
break down.

Metz12 has extended Kubo's method for arbitrary
one dimensional oscillators which need not be harmonic
and for arbitrary optical mode excitation. For dis-
pPlaced and distorted harmonic éotentials, closed
analytic expressions for Z( TV ), < h? and ¢ h2>
were derived. Thus, the model incorporates no pre-
factorization of Franck-Condon factors which could
make the saddle point procedure invalid. A simple

equation for the relative rates of harmomic optical
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modes was derived which did not require explicit
evaluation of Franck-Condon factors. The equation
is given by
(83) k (m)

= z (7v) z (7v)
7:{ m 4 /°&

knr(O)
where zma&( Y ) is the one dimensional generating
function for m quanta in mode A& . The saddle point
was evaluated only once, the same approximation used
by Lin16 and Christie and Craig17.

Calculations were made‘on the T1 é—Sl transition
in benzene using two different parameter sets. The
first set was characterized by weak coupling of the
Si-Tl modes, the same coupling case as HFG. The
results were virtually the same as those of HFG for
relative rates. Absolute rates, however, were too
small by about 6 orders of magnitude.

The second set was characterized by strong coupling,
the same as employed py Christie and Craig17. In this
case, the results could also duplicate the HFG values
for relative rates. Thus, it was found that a véry
large manifold of saddle points and distortion para-
meters gave an equally good interpretation of relative
rates. It was found that only the strong coupling case
gave good agreement with absolute rates and the isotope

effect,

The second type of time representation model



employs the Laplace transform. This method, which was
first applied to density of states calculationslB, was
applied to non-radiative rate calculations by Christie
and Craig17. By use of harmonic recursien relations,
the Laplace transform of Eq. 74 could be written in
analytic form. The rate constant for tke second
vibronic_level of 1}1 in benzene was callculated after
fitting the experimental data with an‘attenuation
parameter.

The model predicted an energy gap ILaw which was

also derived by Englman and Jortner9

u&imgAa Fourier
transform. It states that the rate of zradiationless
decay out of the vibrationless level of an electronic
state to a lower electronic state decreases exponentially
with increasing energy gap between the states. The model
also predicted an increase in the rate with increasing
quanta in the optical mode.

In an early paper Lin and Bersohn7 derived an
equation for the thermally equilibrated rate constant.
Lin16 later showed that a Laplace transform of this
equation would give the single level rate constant.
Within the FSPA he obtained solutions fwr the cases
of displaced, undistorted and displaced, distorted
potentials. The calculated rates repradmced HFG within
2%. Thus, Laplace and Fourier transform FSPA solutions

can give similar rates. The Fourier sollmtions, however,

assume a simpler form.,
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Higher approximations

The formulation of Egq. 69 requires that the
initial and final states of the non-radiative transition

19

be degenerate. Freed has noted that it is more
realistic to replace Aﬁt(E) in Egq. 67 with a Lorent-~
zian which incorporates ¢ ¢+ the natural linewidth

of the state, instead of a delta function. Thus,

(84) A (E) > B (B - Y(EZ . (¥ /221,

In FSPA models, the results are independent of the
exact‘form of the A function. Met220 has also noted
that inclusion of the lineyidths of the states is
necessary to go beyond FSPA mefhods.

Nitzan and Jortner21, assuming a constant width

X', wrote the expression for the integral in Eq. 75 as

(85) @
I = 2 Re } exp( -i AEt - Yt) 2z(t) dt .
o

Letting «w, be an energy scaling factor such that
UJ;/hﬁv is an integer for all vibrational frequencies
W, , Nitzan and Jortner note that Z(t) becomes

periodic in LTT/@AV. Using the procedures of Lax, the

infinite integral could be traﬁsformed te a finite

integral of the form

(86)

2T

I=(TT¥) " Rre § ax ¢ exp(-ix 2B/ W, )Z(x/ 1w, ))
o

when JSE/Q%V is an integer. To develop a computational

scheme Y‘ in the last equation was replaced by &Jk,.
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This has the effect of increasing the energy region
from which contribﬁtions to the integral come. by a
factor Lca,//{. The final result is thus equivalent
to setting § =0 in Eq. 85 and integrating to 271AL%.

This scheme was used by Nitzan and Jortner to
calculate the relative rates for the T,€— S, transition
in benzene. The promoting mode was assumed to be aﬁ
azg vibration. The calculation correétly predicted the
gross features of the experimental observations. Due
to approximations ip the computational scheme detailed
‘agreement was not very good. The results did show,
however, that C-H and C-C displacements were important
parameters in the calculation of the non-radiative rate.

| This model was later used by Nitzan and Jortner22

to calculate the rate of the S°€~ T1 transition in
benzene. Equations were derived which took account
of frequency changes as well as displacements. The
eguation was solved by numerical integration. To test
the procedure several différent normalizing frequencies
were used. The final results, however, showed a very
poor correlation with experiment. It was concluded that
the inclusion of frequency changes was crutial to the
rate calculation,

An alternative approach for going beyond the FSPA
method is to include more saddle points in the cal-

culation. The additional saddle points have been



discussed by Fischer8 and Met220 has noted that if is
possible for them to contribute more to the time integ-
ral than the first, to' The first defimite criteria
for application of FSPA models was givem by Medvedev,
et a1.23 who also developed a method to properly
account for all saddle points.

The Medvedev model begins with Eq. %7 and a line-
shape function given by Eq. 84. The fourier integral

gives the rate equation

(87) ®
k = 2B Re S exp( -i 4Et+§z‘1(t) - 7t) dt
. ° -

where the constant B depends on the expRicit form of
the potential. In the case of distorted, undisplaced
surfaces, the following equations applys:

(88) z,(t) = -1/2 1n( 1 - A ,exp(2i ez t))

; £
B = wou S,

(B&")t'(‘s«‘"')&'

Within this model, the following saddle point

equation was obtained:

AE =

(89) exp( 2i Wu (t + in__ ))
o

“ 1 + exp( 21‘~&L(t + Em, )

-1
ng = (2w, ) In( 1/A,. ).
Retaining only those modes M with small m values and

setting all AM's equal, the following saddle points

135



were obtained:

X -i +ﬂk/<wM>

Y

(90) t

(172 Wy ) In( 6 E/A (& E + > ) -
M

Analysis of the resulting rate equation showed that the

FSPA was valid only on the condition that

(91) . s i
1/2 2 In( (1 - Aﬁ\exp(B wk‘ Y ) T) o1

an,
which is fulfilled only in the case of Iagge distortions.
An analysis of a model based on displaced, non-distorted
vpotentials~showed that the FSPA also breaks down iﬁ
the case of small displacements.

In the Medvedev model, the rate comstant could be

written in the form

O

(92) knr = knr

P

where kx°1r is the contribution from the first saddle
point and P describes the effect of all sthers. The
width of the wvibronic levels of the non-radiative
transition appear only in the factor P.

Numerical calculations were made for the T1 < 51
transition »of benzene. The non-radiative rate was
found to be strongly dependent on b’ y varying two
orders of magnitude from r = 0.1 to 10 cm—l. The
variation was linear except in regions where aJd /AE

was integer for optical mode o .

Calculations of knr as a function of A E showed
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a general decrease in knr with increasimg energy gap.
However, resonances were superimposed om the curve,
This structured behavior is generally absent from
FSPA calculations and came from the contributions
of the higher saddle points.

Another alternative for going beyomd the FSPA
approach has been developed by Metzzo. The rate

expression is written as

(93) =2ﬂ2}visz A (8E) .
£

nr b'g

The linewidth function assumes all final states to
have the same width ¥ . 1In order to develop a comp-
utational scheme, all oscillator energies uJJ were
reduced to integer multiples of a normalizing energy d
such that
(94)  w; =n;d
where nj is an integer. It is important to note that
the quantity d is not a linewidth parameter.

Since all oscillator energies are integer, any
combination of vibrational states yields a total
energy E which is integer. It is thus possible to

define
(95) W_ = )y [viel 2 S, . - nd)
£

where the delta function now represents a step function
in n which assumes the values
S (E -na)

and  § (E - nd) a! ifn = E/d.

0 if n £ E/d

1]
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The rate constant is then given by

(96) k =27 § W Aa(Eif - nd).

Rounding errors are negligable whenever d <4< ¥,

Eq. 96 implies that the calculation of the non-
radiative rate constant can be performed in direct
analogy to methods used in band contour analysis. In
a contour analysis, ,Viflz in Eq. 93 would represent
the coupling of the ground and excited states via the
dipole operator. The step function would round the
transition energy A E such that & E/d=n where d is the
box width and n, an index. Upon completion of the
calculation, an equation siﬁilar to Eq. 96 would be
used where the delta function would represent the
bandwidth function of the excitation light.

Determination of Wn in Eq. 95 was achieved by
an extention of the Stein-Rabinovitch application of
the Bayer-Swinehart algorithm for density of states
calculation524. Eg. 95 was initially applied by

17

Christie and Craig to the direct calculation of

non-radiative rates. However, it is the Metz algorithm

which made this technique practical for calculations.

This algorithm is discussed in detail in Chapter XIII.
Model calculations for benzene ISC were made.

At very large grains (d), the rate constant approached

the value given by FSPA methods. As the grain was

lowered, extreme fluctuations in Wn were observable.
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For ISC to So’ fluctuations were more than two orders
of magnitude at d=20 cm"1 and over 5 orders of magnitude
at d=2 cm-l. A similar effect was seen for ISC to Ti'
The strongest peaks were correlated with final states
having the largest coupling strengths,

Optically excited modes which were weak acceptors
generated Wn spectra shifted by the energy of the
optical ﬁode. Good accepting modes changed the entire
structure of Wn.

The theoretical models have demonstrated that
both the normal modé frequencies‘and displacements are
important for the determination of the non-radiative
rate constant. For large energy gaps, anharmonic effects
are also important. Increasing the energy gap generally
results in a decrease in the rate out of the vibration-
less level. Increasing quanta in the optical modes
generally increases the rate. However, structure in
the vibrational terms can cause the change in rate
to be non-linear in energy‘and/or quanta. In the next
chapter, the effect of rotational selection on the

rate constants will be discussed.
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Chapter XII

Rotational Dependence in Non-radiative Transitions

A characterization of the role of the rotational
states in a non~radiative transition is more complicated
than that of the vibrational states. Im both ISC and
IC, the vibrational states enter the rate expression
through the Franck-Condon factor with. the exception
of the promoting mode., Thus, it has beemn possible to
explain the vibrational effect on both e@f these processes
within the same formalism1 by choosing %;z ﬁ;o + %&

~s - ~
where Hso is the spin orbit operator and T, is the

N

nuclear kinetic energy operator. However, the role of
the rotational states depends to a greater degree on
the exact nature of the coubled states amd operator.

For an isolated molecule, total angmlar momentum
must be conserved. No internal process can alter J,
the total angular momentum quantum numbex or P, the
projection of J on the symmetric top axis. The selection
rules A J = O and AP = 0 are rigidly ebeyed for ISC

and IC. This can be shown quantum mechamically through

the commutation relations

(96) [ Jz ' ﬁso] so

[6’2 ~ ~ o~

For the decay of an excited singlet, P is a good quantum

i

~
[P,H =0

i

number for IC but not for ISC, This giwes rise to

totally different selection rules for the rotational
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transitions associated with these processes.

The angular momentum due only to melecular rotation
is characterized by the quantum number N. The projection
of N on the symmetric top axis is denoted by K. Both
N and K are good quantum numbers for IC and ISC since
they uniquely determine the rotational energy levels.

In large molecules, which may be, presumed to be
Hund's case b, the coupling of angul%r momenta 1is
characterized by the relation

~ ~ ~4
(98) N = -5 + J

where g’is.the spin angular momentum operator. Singlet
states are characterized by S = O, This immediately
gives rise to the rotational selection rules for IC
between two singlet states:
(99) A N =0 and AK = O.
For triplet states, the spin momentum is neot zero.
It is therefore necessary to solve the matrix elements
explicitly.

The matrix element to be evaluated is of the form

< L’/Tl F{Sal LV5> .

It is not necessary to consider the effect of the pro-
motiﬁg mode or ?& at this stage since they enter in
another matrix element which must maintain the selection
rules of IC, Discussions of the E;o matrix elements
have been given by Hougen2 and Brand3.

In Hund's case b, the good quantum numbers are

Jy S, N and K. However, it is more convenient to start
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with a basis in Hund's case a which has the good quantum
numbers J, P, S and S*, This will allow direct applic-
ation of the selection rules 4 J =0 and A P =0
to the good quantum number of the basis set.

The func#ions I J P> need no further elabofation
beyond the previously stated commutatioﬁ relations.
Thus, only the spin functions I S Sz>xneed to be
characterized, For a system of two ﬁnpaired electrons

a spin basis is given by the one electron spin eigen-

functions X, B, ’ °(1 and 62 where
(100) o } '/z ‘ I/Z>
and ﬁ l,/z’)'-‘/2>‘ :

The primary basis in these eigenfunctions is the set

of product functions |, 0(1 y o, ﬁz ' B, &, and ﬁ, ﬁ .
A ~
This corresponds to a system diagonal in 5 and s%

H

for each electron. Via a Clebsch Gordon transformation
~r P A Paud
a basis diagonal in (S1 + 52)2 and (Sf + Sg) can be
obtained. The new eigenfunctions are
-1

(101) |00y =2 (o P -, B,)

| 11 > = % X, A,

lf°> = 2 ( “tﬁz * dl pl>

l"l> = plﬁ1~ ‘

In general, the initial spin-rotational wave-
functions in Hund's case a are given by ’J P S Sz>'.
The singlet wavefunctions will be the same in case a

and b, It is thus necessary to transform only triplet

case a wavefunctions to case b. The coupling is des~-

cribed by Eq. 98 and the transformation is again
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Clebsch-Gordon. The expansion yields%

z

|]s INK) = zz (s s 3 P|s INK) [s-5%J3pP)
o sZ,p

where the spin functions must be written in time rev-
ersed form. Application of the time reverse transforma-
tion and converting the Clebsch-Gordon coefficients to

Wigner 3-J symbols gives the equation

(102) }s J N K> = 2 ( -1 )9+ ( anp1 )1/2
s%,P '

1
"(;_z_:z ISSZJP>.
oS

Substitution into the matrix element of Hso and using

the identifies JT=NS, PTzKS and ST=1 zives
(103) ~ |
<LIJ§ ’H5°|¢5> = zz ( -1 )NS+KS ( 2NT + 1 )1/2
S
St ) Xy S 9%,
KS -KT -S

i

where ISS> }O O)

and ’ST) 1 s%) .

For direct spin-orbit coupling, the vibrational depend-

i

ence can be factored out so that the matrix element is

RARC RN EREESYS AP Y

At
The operator Hso will be approximated as a sum of

one electron operators. Thus,
1, =2 h,
HSo 5 }150
and the one electron operator is given by

~ ~ ~
hyy = Ak Q7 5,
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where /QK is the orbital and EK the spin angular

momentum operator for the kEE electron. Calculations
are simplified if an operator representation is chosen
so that the operators transform under retation of axes
exactly like the angular momentum eigenfunctions. The

irreducible tensor operators are thus given by
(105) ~ ~2

R - R ‘l/ ~ ‘
9= s 32 (R ix)
~ ~ 2

so =< 5 :

s0 .oz (3 i)

The one electron spin-orbit operator assumes the form

ﬁ:a':lk Z+ ‘I) /QK M“

l,0

The spin eigenfunctions were described in terms of

two electrons. Within this approximation, there are

~

only two terms which contribute to Hso' The full

operator is glven by
e i

HSO: A’JO +k5°
A, 2 (=1 2

o= tlo
* N“ Mvd
s 1f,0

This may be rewritten as a sum of symmetric and anti-

symmetric components to yield

(106) N Z ’Q Z ,Q

o(::!LO



where " o

-~ ok <
(107) /Q"; = «‘i(}\‘Ql t}\l&l)
and ,

o “ “"—d A~
(108) S: = % C") ( 5: = '51 ).

For ISC, only the antisymmetric component will be

7 ~ o
important since the matrix element < ld ’ 5 4—’00)
is zero for any choice of ¢ , a’.

The antisymmetric operator has the matrix elements

e (la’ | §4) o0y = §. ..

The entire matrix element becomes

(110)

[ D)y <4 1508,

which can be substituted into Egq. 93 to give

(111)

m-*ZTTE} ¥ (ZN +;)(N5 Nr ))

XX KB X FSIENh
cau (Es- Er)

2
Ns N |
-‘-‘2"{2}1; (ZNT+’> (K,‘KT"‘>

K| FX o) - F (B Er).

- i
<t}} sol Yo - Z (- ') T <2NT+,)
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This equation predicts rotational structure from
two different mechanisms. The first is the obvious
dynamic effect which comes from variation in the
Wigner 3-J symbols. This may be especially effective
when the electronic matrix elements are large for only
particular values of & . |

In the case of constant Franck-Qondon factors, the

rotational effect disappears due to the sum rule

N N 12
Z(zN+1) S T

T
Npo Ko K 5KT o

i
[y
.

Thus, the rotational effect appears only if some of the
final vibrational states have different coupling
strengths.

From the Wigner 3-J symbols, the rotational sel-
ection rules for ISC can be obtained. They are

A N=%1,0 and 4K = * 1, o,
The A K = O transitions are associated with population
of the z spin component and € K = * 1 |, with x and y.

The second mechanism for producing a change in
the non-radiative rate constant as a function of
rotational state selection is the effect of Energy
Gap Branching. This comes from the fact that the
energy delta function also contains the rotational
energies of the initial and final states.

The full delta function is given by

e v r
(112)A‘(E5_ET) - Ar[(E: rE: + E:)-{ET *E. *ET)J.
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However, final rotational states ’N+1 K) and
] N-17K>‘ can be found by changing the vibrétional
energy of the final state, AEY, 1In the following
diagram, the arrows indicate the direction in which

A gY must be changed.

1

IN K) [N+t KD INKD [N-1 KD

Thus, the vibrational energy must be decreased for
higher rotational states and increased for lower rot-
ational states. This is the meaning of Eq. 115.

In general, each rotational transition of a given
N,K state is associated with a different set of final
vibrational levels; Variations in the Franck-~Condon
factor for the different levels will be reflected
in the non-radiative rate constant as a function of
rotational state selection.

It is important to note that A E'¥ is not necessarily
small. Such quantities are difectly observable in high
resolution optical spectra. They correspond to the
transition energy offset from the rotational origin
of an absorption band. It is not uncommon for A ET
in optical spectra to exceed 50-80 cm-l. Shifts in this

range can also be expected for ISC.
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Although IC is restricted to 4 N = 0O and A\K =0
transitions, eﬁergy gap branching can a136 play an
important role. To illustrate this, consider the equation
for the energy of a prolate symmetric rotor. This

5

is given by

(116) E(N,K) = C ( N(N+1) ) + ( A-C ) K2 .,

The transition energy between IN‘K}énd JN'K:) is
given by

(117) & E¥ = E(N’,K") - E(N,K).

For N=N° and K=K’, one has

(118) AEf= AC N(N+1) + (b A~AC ) K2 .

Thus, only when the inertial constants in the two
states are equal, i.e. A A= AC=0, do all rotational
transitions in IC occur at the same energy. However,
variation in A E¥ for ISC is generally larger than for

IC.
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Chapter XIII
Vibrational Coupling in ISC

Determination of the vibrational parameters

Moqel calculations as described in Chapter XI
have shown that the ISC rate depends very strongly
on the vibrational frequencies of the initial and
final states, &2qand Q{K, as well as the reduced

L d

displacements of the totally symmetric modes, 41A£.

The reduced displacements are defined as1

1/ S L
~s - ~S Z. -
(119)  J, = I.° ( Q. Q, )

where Q ,  is ‘given by Y
2
(120) @ = (Mu /2) " aR,

and & RM is the actuai change in the equilibrium
position of mode A .

For most molecules, the triplet parameters are
éompletely unknown and the excited singlet parameters
are only partially known. This is also the case for
naphthalene. Recent force field calculations on the
S1 state of benzene2 indicate that it may soon be
possible to have an entire set of good vibrational

frequencies, at least for the excited singlet.,

For determination of the S, and T frequencies

1 1
of naphthalene, a modified procedure introduced by
Fischer3 was used. The vibrations were first divided

into 5 classes: C~H stretch, C-C in-plane, C~H bend,

C~C out-of-plane and C-H out-~of-plane. The frequency
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changes of benzene were taken as typicél for aromatic
hydrocarbons and transferred to naphthaiene., All
unknown normal mode frequencies were unidiformly varied
until the average group frequency reachsd the preset
value. The final results are given on Table V.

Normal mode displacements are restricted to
totally symmetric modes of which there mre nine in
naphthaléne. The displacements Zux(éi-Ti) can be
obtained from knowledge of the displacements :Zdﬁso-sl)
and ESAJSO—TI). Fischer4 has suggested the following
relation: { 2
(20 x* (5.7,) - [5,(5°5) ~a,(T-5)].
The coupling terms to the ground state £an be obtained
from the fluorescence and phosphorescense spectra.

The relative emitted intensity is given by

2
(122) I:M __(Vnm)q. l<n'«.!m-¢4>l

Al W
where )) is the transition energy and the coupling
"/
parameter ‘A,Lis implicit in the Franck—Condon factor.

~
Displacements ,AA‘were determined by a Zeast squares

fit of all spectrally observed progressions of mode i

to Eq. 122. For the phosphorescence spectrums

only
transitions O =21 and O -0 were observed. For the
fluorescence spectra6, other transitioms were also

observed.

The calculated frequencies and displacements were
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Table V

Normal Mode Frequencies of Néphthalene,h8

_Mode _ (s) (s,) (1))
1(ag) 3057 3112 3126
z(ag) 3014 3069 3083
3(ag) 1577 1435 1515
4(ag) 1464 1390 , 1402
S(ag) 1380 1147 1318
6(ag) 1146 1140 1103
7(ag) 1020 987 977
8(ag) 760.7 . 702 698
9(ag) 512 A501 k50
1(a ) 1000 747 695
2(a,) 875 622 570
3(an) 700 594 592
4(au) 400 294 292
1(b18) 3025 3080 3094
2(b1g) 2960 3035 3049
S(big) 1629 1578 1567
4(big) 1445 1394 1383
S(blg) 1244 1238 1201
6(b18) 1168 1162 1125
7(b1$) 937.8 911 876
S(bis) 506 438 LN
1(b, ) 1014 865 709
2(b1u) 780 527 k75
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S(biu)
4(b1u)
1(b2g)
g)
3(b2g)

1(b2u)

z(bzu)

2(b

Table V ( cont.

475
176
950
727
195
3060
3027
1601
1387
1268
1142
810
355
983
880
727
468
3086
3029
1508
1375
1214
1144
1010

641

206

369
166
697
k74
140
3115
3082
1550
1336
1262
940
759
355
730
627
666
362
3141
3084
1457
1559
1206
1138
959
592

)

367
68
645
422
87
3129
3096
1539
1328
1225
1099
748
293
678
575
664
360
3155
3098
1446
1313
1171
1101
948
579
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then used to regenerate the observed spectra. The
calculated phosphorescence spectrum is shown on Fig.
53. This is directly comparable with the experimental
spectrum of Stockburgers. The energy scale indicates
the energy of the final vibrational mode of the trans-
ition. The final results for all displacements are

given on Table VI, .

Density of states

For models based on the demsity of states, the
final state vibrational frequencies are sufficient
for the calculation. The energy in vibrational degrees
of freedom above the vibrationless or spectroscopic

origin of a state is given by the formula

(123) E = z m, @,
AL

In general, many different sets of vibrational quantum
numbers {m} may generate a state with the same total
energy, E. The density of states, Q (E), is defined
as the number of vibrational " levels per unit of
total vibrational energy."7
Several techniques have been developed to
calculate P (E)e The first wés simply a direct count.8’9
The main drawback of this technique was that the comp-
utation of all permutations of vibrational quantum
numbers became very time consuming at high energies.

The next technique was based on the fact that the

vibrational partition function could be written as a
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Laplace transform of the density of states. Thus,

@
(126) Q@ (s) = § p(E) exp( -sE ) dE
o

The density of states can thus be represented as the
inverse Laplace transform of the partition function.
This yields o0
(125) P(E) = S Q,ip(s) exp( sE ) ds .

. - a0 ;

The determination of the inversion integral via a

series expansion was investigated by Haarhoff7, Thiele10

and Schlagii.
The vibrational partition function for harmonic

oscillators can be written in closed form as

(126) Qvib(S) =TT (2 sinh(c‘e.;;(s/z))"1 .
M

Haarhoff first expanded this formula in a power series
and then took the Laplace transform. The result is
the well known Haarhoff formula:

N- -1
(127) P (&) = EPV7 (N7t TT (e )
*( 1 + higher order terms ).
An alternative to the power series expansion has
been the use of the method of steepest descentsiz.‘

4 .
The saddle point s is obtained from the equation

x
S=s

d -

(128) 9/3s( sE + 1nQ_., (s) ) -0 .

The gaussian integral is then solved exactly to give
the density of states. This method, like the series

expansion, becomes accurate only in the limit of high

energies.,
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The most powerful technique is a direct count
method intfoduced 5y Stein and RabinovitchiB. Previous
techniques generated all permutations of vibrational
quantum numbers and sorted the final energies into a
finite ﬂumber of partitions as the last step. The
Stein~Rabinovitch technique is based on a fast sorting
algorithm from Bayer and Swinehart wh@ch pregrains
the vibrational frequencies and uses iterative convol~
ution instead of permutations to generate all comb-

inations of quantum numbers.

The density of states is often defined as

(129) e(E)-‘-Z JCE-E.),

However, this formula is misleading since the definition
is the number of states per unit vibrational energy.

Any calculation will sort the final energies into

finite intervals of'wid‘thlA « The total count within
any interval ié not, in general, the density of states
since it is the number of states per unit A . The
actual density of states is given by the count in an
interval divided by the interval width A ., A calcul-
ation which directly counts the states is thus related

to the formula

(130) ?‘( no ¢E <(r\+l)A)= Z §A(’\° - E{)
" f

i

p‘(n)

where the delta function is a step function which assumes



the values £
A
(131) S (na— E}):l if n ¢ -5 ¢ n+

L
Sa (V\A - E‘) = (0 otherwise.

The trﬁe density of states is given by
}

(132) f,(E) = p(n) a7,
Note that this insures that the equation

(133) ¢ / , <Py
59(5)45 = 3 p oD
o | iTO

is independent of & .

In the Stein-Rabinovitch ( SR ) algorithm, all

oscillator energies (J,. are reduced to integers &

such that (W, /a) £ €, < (w, /4 +1).

AL,

The energy for the final state becomes
(134) _ 2
E-F = MM. 641 a
A
which yields

(135) F‘(n) z Z {Z} é'(n—-m“_ék)'

The addition of a single oscillator A( to a given
&
density of states P« (n) generates a new density of states
-1

P~_(VO via iteration of the equation

(136) P: ("l) - Z P:—‘ (Y\-m“‘s&)
M A

from n =& to GM where ém

max is the maximum energy

ax

to0 be considered in the calculation «
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For a single oscillator, there is only one level

at n = 0 to be convoluted. Thus,

(137) e:’ (n) = j(n)

and the single oscillator density of states function
becomes 4 - -
€ (n) = 5("( m«eﬂ).

Iteration of Eq. 136 for n = 6max to €, and for
all modes 4 = 1 to 3N-6 generates the total density
of states as defined by Eq. 130, Metziq has noted that
for a calculation employing this‘technique, the
quantities (’:_ (n) and e:-‘ (h) of Eq. 136 may use the
same storage vector since counting from the top never
destroys data which is later required. This is
iﬁpqrtant if the levels are not harmonic and requires
less core than the anharmonic algorithm of 3R,

The SR algorithm for harmonic oscillators13 is
a variation of the previous technique and is based on
the fact that harmonic oscillator energies come in
equally spaced intervals. KThey obtained the result

that the density of states is given by iteration of

the equation

. A 2
(138) (Di(n) R AL PR (h-e)

from n = 64‘ to é'max and for all modes & = 1 to 3N-6,
This algorithm thus eliminates the need to perform an

extra sum over quantum numbers m " and can be very
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. . 4 P
efficiently programmed since PA& and pl&~4 can occupy
the same location in core.

Using the SR technique, the density of states

for naphthalene,h8 was calculated with the T, freqg-

1
uencies of Table V. The results in the vacinity of
51 are shown on Fig. 54. The frequency scale gives the
energy gap relative to the vibrationlgss origin of Sl'
With 48 normal modes, a nearly exponential increase

in 0 (E) is observed at the gap of 10626 cm™ Y. The

scale is linear and the value at zero is ca. 3x1011
states/cm—i. Density of states models would thus
predict an increase in knr with the energy gap. This
is in direct opposition to the energy gap law and the

experimental observations,

Franck-Condon factors

For evaluation of the Franck-Condon ( FC ) factors,
a model of non-interacting oscillators will be used.
This éssumes that there is no mode mixing. Thus, the
entire FC factor can be written as a product of single

oscillator FC factors. This is given by

W0 TT K I m vt

More critical is the assumption that the normal

modes are harmonic. It has been showns’lt that anharmonic
effects can alter the rate constant for large energy
gaps. However, for relatively small energy gaps such

as T1—81 ISC, these effects are expected to be much
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smaller. Thus, they will not be treated.
One of the first analytic formulas for the FC
factors of displaced, distorted one dimemsional oscill-

15

ators was given by Katriel . Nitzan amd Jortner

16

have given expressions for displaced, identical surfaces
and for undistorted oscillatorsl7. Other formulas have
been given by Christie and Craigl8 and by Heller,

Freed and Gelbart19. For the calculatiems presented
here, the formula given by Metz14 was chosen., The

Metz algorithm is a very compact routine which uses
harmonic oscillator recursion relations to rapidly
compute FC factors <n l m> for all m, given the

initial quantum number n.

Defining‘ ‘
Z:"(:;/zcal‘az)(v
6 =(¢3"«-w)/7- wa
2y Yz
amd g = (1 + BV 2,
Metz has shown that the FC integrals are given by

~ - 4
(140) dnlm) = {m',n{ ot-‘ exP(‘Al f;—-p>] )

min (n,m)

2 AR (-8 -E)R, (£

()]

where Rl(x,y) satisfies the recursion relation
Ry =(2x R, _(xyp+yR,_ txy).g"
g 07 S g-g T R BT

with Ro(x,y) = 1 and R_i(x,y) = O,

e

The FC factor appears in the rate egquation within

the sum over isoenergetic levels. Considering only the



vibrational levels, the Franck-~Condon weighted density

of states ( FCWDOS ) can be defined by the equation

s F(E) = 3 IK XX DT S(E-E,)
F

2
Z [<n4‘l"‘«>1 J(E—Zm«w«)‘
“ Zm} M

For a calculation, E and al*are reduced to integers na

and 6"1. by a graining factor A as previously described.

This yields the equation

W) Fea) =T Y Kl mol §(n- 2 L),
A
{m]
The true function F(E) is given by
(143) F(E) = F(n) &

so that the relation

n
(168)  (p(g')JE' = >R
o , izo
is independent of A .

Metz has shown that Eq. 142 may be written as

the 3N—6111- iteration of

(145) £4(p) = 2 F"‘“(ﬂ—m;éﬂ) i< ",‘\Im,q)fz

o i .

from n=€ max ° €“where F (n) = s(n) and F (n) is

the iEE‘iteration. This algorithm may be programmed
. . “ F"t ,

very efficiently since F_ and are equivalent in

terms of data storage.

Using the data of Table V, the FCWDOS spectrum of

naphthalene was calculated., The first calculation used

217
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a Gaussian of FWHM 25,0 cm-l. This is shown on Fig. 55.
The energy scale is the energy gap relative to the 51
vibrationless level and the intensity scale is linear,
In contrast to the density of states calculation, the
FCWDOS shows a general decrease with increasing energy
gap. This is in accordance with the energy gap law.
The second calculation used a Gaussian FWHM of

1. A saddle point calculation would yield a

2.5 cm~
virtually straight line over the energy range shown
on Figure 56 ., The preaks correspond to vibrations
which have large coupling strengths,

The structured behavior of the FCWDOS appears
to be typical for all large molecules. Originally
observed for benzene, structure also appears for

glyoxa120 and naphthalene,

The‘promoting mode

If spin-orbit coupling is not allowed in first
order, it may be induced via vibronic coupling. This
is a direct analog of vibronic intensity stealing in
optical spectra. The electronic matrix element assumes

the form

awey < ;| H,,) <, a/éakl ¢ »

if ¢j is a triplet and the operators are reversed if

it is a singlet. The promoting mode must make the term

<¢J} a/aa.(l d’(>



| U0 ST O UIPTMRUTT 23e3s TRUTI © UITM POIE[NOTEd SOQMI4 'S 9Inbrd

T-W3 NI HLINITIAUM

0°0001 - 07005 0°'0 0°00S- 9°0001-
1 1 i

8H *INITHHLHJBEN

S R TP

RELATIVE INTENSITY



221

non-zero. Group theoretical methods generally allow a
straightforward determination of the symmetry of the
promoting mode, k. In large molecules, there are
generally many modes of the same symmetry which means
that there is not necessarily just one promoting mode.
In virtually all model calculations only one
promoting mode has been assumed. The enhancement of
the rate constant through optical excitation of a
promoting mode can be predicted through an analysis
of the vibronic overlap integrals of the form
<,nkjaklmx>. |
These integrals are non-zero only for a unity change in
the vibrational quantum numbers. For identical oscill-

ators, the following relations are expected to hold:

<'IQK’O> = <olQRkl1>
CHlaglzy = +/7 <tlaglo),

Thus a total enhancement of 3 is expected upon popul-

and

ation of a promoting mode. To date, no such dramatic
changes in the non-radiative rate constants have been
experimentally observed.

An analysis within the saddle point approximation21
predicted that the enhancement should be 2.3 for a
single promoting mode and 1.3 for multiple promoting
modes. Thus, the enhancement could be on the same
order as the other modes.

In the calculation of non-radiative rates in the

next chapter, it is assumed that there is a single,
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non-~-optical promoting mode. For naphthalene, it may
have bzg or b3g symmetry as discussed in Chapter X.
Since the primary effect of the promoting mode will

be to alter the effective energy gap, the rate qonstant
will be most sensitive to the energy of the mode. As

a first approximation, the 2(b2g) mode was chosen as
the promoting mode since its energy is approximately
the average of all b2g and b3g modes.‘ However,

several calculations will be presented for which the
energy of the 2(b2g) mode was altered in order to

probe the sensitivity of the non-radiative rate to

small changes in the energy gape.
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Chapter XIV
Numerical Results

Computational procedure

In Chapter VIII, it was shown that the properties
of an ensemble, e.g. the guantum yield or radiative
rate constant, must bé calculated by a very specific.
averaging technique which uses the microscopic rate
constants and populations as input parametgrs. In this
chapter, calculations given by a solution of the Master
Equation will be presented. The relative rate calcul-
ations are restricted to the rotational ensembles
along the 0-0 and 8(b15)i absorption bands of naphth-
alene,h8; As shown in Chapter VI, the absorption
profiles of these two bands correspond to polarization
in the long ( type A band ) and short ( type B band )
in-plane axes, respéctively. The fact that both have
low excess energies justifies the assumption that only
T1 can be the final electronic state of ISC.

Initial state populations were generated in a
modified band contour program ( see Chapter VI ),

For the origin, 14041 transitions were considered and
for the‘8(big), 21667. Along with the population,
the excited state quantum numbers and rotational
energies were stored. Relative populationskwefe

calculated using a Gaussian FWHM of 0.2 cm™ ! which was

very near the experimental value,
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The microscopic non-radiative rate constants were
calculated from Eq. 111. The electronic matrix elements
corresponding to the three spin polarizations were
treated as adjustable parameters and were varied as
discussed below. The vibrational factors were taken
directly from the Franck-Condon weighted density of
states function F(E) as discussed in Chapter XIII.

The rotational factors were calculated via a subroutine
which gave ali Wigner 3-J symbols. Symmetric rotor
amplitudes were used.

The final state linewidth function was assumed
to be a Gaussian of FWHM 2.5 cmul. Electronic, vib~
rational and rotational energies were used for calcul-
ation of the energy matching of initial and final
states. Rotational energies of the triplet state
were calculated seperately with inertial constants

given by the average of those of S, and So'

1
The constant radiative rate constant was adjusted
s0 that the final quantum yields were on the same order
of magnitude as those observed. This was necessary
because absolute rate constants were not calculated.
Master Equation solutions for the ensemble quantum
yield, radiative rate constant, etc. as given in
Chapter VIII used the parameters discussed above to

generate an ensemble spectrum along the rotational

absorption contour. In the figures below, the calculated
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rotational contour is always plotted under the calculated
ensemble spectrum.

ISC from the 8(b1 )1 band
Z O

Intersystems crossing along the rotational contour
of the 8(big)i<band of naphthalene,hg will be considered
first., Three different guantities will be discussed.
Theoretically interesting is the average non-radiative

rate constant of the rotational levels along the

contour. This can be defined as

(146) k§r= [Knr] /N,

This does not correspond to an observable since the
ensemble non-radiative rate constant kzr is defined
by Eq. 38. The rate constant k°_ is equal to k2
nr nr
only in the limit of constant, zero quantum yield.
The second quantity is the ensemble radiative
rate constant ki. As discussed in Chapter VIII, for
constant microscopic radiative rate constants the

ensemble radiative rate constant is given by
2
(147) e m 2
kS = kn KW /<YLY
o .
= ko L( T,
L( Z ) can be interpreted as a lifetime dispersion
term. It assumes values from zero to one. If all
lifetimes are equal, it is unity and ki egquals k:‘
However, the condition that k; be constant is given

by L( ’I ) being constant. Thus, the observation of
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a constant k§ does not necessarily imply the equality
of ki and k:. It is interesting to note that since
L( 2’) is always less than or equal to one, the measured
radiative rate constant is a minimum limit to the true
rate constant.

The third quantity to be considered is the ensemble
quantum yield. This is defined by the equation
(148)  ¢° = [91/n, .
This corresponds to an observable and can 5e directly
compared with the measured data.

The first set of calculations assumes that only
the spin component along the molecular B axis is pop-

ulated. The promoting mode energy was set at 422 cm—i.

a e
Computed spectra for knr' kr

and ¢,e are shown on

Figs. 57, 58 and 59, respectively. kzr exhibits

strong variations with a maximum just to the blue of

the red absorption peak. Much less structure is seen

in k:. Thus, the lifetime dispersion is nearly constant,
However, the <be spectrum shows fluctuations of over

50%. This indicates that, although there is little
change in the dispersion of lifetimes along the contour,
the absolute value changes greatly. The trend of 4

to increase from the red absorption peak to the blue

is in qualitative agreement with experiment. However,

the observed quantum yields increase more rapidly.
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The second set of calculations assumes that both
in-pléne spin components are equally papulated. The
calculated spectra are shown on Figs. 6D, 61 and 62.
The kzr spectrum now shows a double peaked structure.,
Each peak occurs in the vacinity of an absorption
peak. The ki spectrum shows very‘little variation
between the peaks, indicating a very gmmstant lifetime
dispersion in this energy region. The guantum yield
spectrum does not correlate with experiment since
the primary peak is to the red of the red absorption
peak.

A third set of calculations assumed that only
the A-axis spin component was populated. The calculated
spectra are shown on Figs. 63, 64 and 65%. The kzr
spectrum shows structure which is inverted relative to
Fig. 57 ( B-axis spin polarization ). A peak is
observed at the blue absorption maximum and a dip at
the red. Radiative rate constants show maxima at the
two absorption maxima. This corresponds with the
experimental observations. The quantum yield spectrum
shows a minimum at the blue absorption peak and thus
does not correlate with experiment.

Although no set of calculations reproduced the
experimental values, they allow several important
conclusions to be drawn. First, rotatiemal structure

along an absorption contour is to be expected for the

232
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non-radiative rate constants. This structure is not
washed out by the excitation of.many rotational levels,
The structure also depends on which spin component is
populatgd and thus the purely electronic matrix elements.
The structure in the non-radiative rate constants
generates structure in the quantum yields and causes
variations in the ensemble radiative rate constant
to appear.

It is inferesting to consider the effects which
give rise to structure in sz. The basic reason is
the structure in the vibrational function F(E).
Varying rotational energy differences select out
different Franck-Condon factors. However, F(E) is also
multiplied by a rotational term which includes the
Wigner 3-~-J symbol. This rotational term is an additional
weighting factor for the rate constant. For the
following calculation, the rotational factor was set
to unity for all allowed rotational tramsitions and
zero otherwise, Repeating the calculation for spin
Polarization along the A axis generated Fig. 66. This
is directly comparable with Fig. 63, It is important
to note that the structure in k;r is markedly different
without rotational weighting.

A similar calculation was performed, this time
with the normal rotational factors but with all vibrat-

ional terms set to unity. Thus, F(E)=1 for all E.
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The results of this calculation are shown of Fig. 67.
The straight line indicates that without structure in
F(E), no structure is observed in kzr' This is the
expected result due to the sum rule for the Wigner 3-J
symbols,

In Figs. 57 to 67, the sum was taken over all
final rotational states. This is necessary for a
calculation of the rate constant. However, it is
interesting to consider the structure due'to the diff-
erent rotational branches AN = 1, 0. The rotational
branches each have different vibrational and rotational
terms associated with them.

The next set of calculations considers the full
vibrational and rotational dependence for spin polar-
ization along‘the A axis. Components of kzr due to
AN = -1, 0, and +1 are shown on Figs. 68, 69 and 70
respectively. The sum, of course, yields Fig. 63.

The A N = -1 spectrum shows large variations with a
maximum between and minima at the two absorption peaks.
This is entirely different from the & N = O component
which shows a strong peak only-at the blue absorption
peak. Different still is the AN = +1 component which
shows a minimum at the blue absorption peak and a
maximum far to the red.

It is interesting to note that if the selection

rules for ISC were 4 N = 0 and AK = 0, the final k:r

241
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spectrum would be that shown on Fig. 69%. This spectrum
has a worse correlétion with experiment than that
given by the sum of the components.

In the next set of calculations, omly the vibrat-
ional céntributions to the rate were comsidered. The
rotational factors were unity for allowed transitions
and zero otherwise. Rotational transitions for A le
-1, 0 and +1 are shown on Figs. 71, 7é and 73, resp-
ectively. The sum of these curves yields Fig. 66.

In each case, the neglect of rotational factors gives
a different_kflr spectrum than that calcmlated with
rotational terms., Fig. 72, which is far 4 N = O and
A K = 0, shows structure which is completely inverted
rélative to the experimentally observed walues.

However, it is interesting to note that Fige. 72 is

246

a calculation based on the assumption that the only effect

of the rotational states is to alter the effective
energy gap. This is considered to be tiwe case for IC.
Thus, Fige. 72 gives the pre&icted k;r spectrum for a
final singlet at the energy of T1.
The final set of calculations for the 8(big)i band
used normal rotational factors and set F{E) to unity.
Spectra for 4 N = ~1, O and +1 are showm on Figs, 74,
75 and 76, respectively. The sum of these three curves

is unity as shown on Fig. 67. However, the &4 N = +1

spectra show minima and the A N = 0 spectrum shows a
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maximum in the region between the two absorption maxima.
Thus, even though the effect of all rotational trans-
itions is constant for constant F(E), this is not the
case for various A& N components.

ISC from the 0-0 band

Intersystems crossing from the 0-0 band of naphth-
alene differs in two primary respects from that from
the 8(b1g)i . First, the contour is ii,ype A which
changes the structure of the excited state rotational
distribution. Second, the final vibrational levels
are different due to the change in excess energy.

As in the previous section, the quantities kzr’
k: and ¢e were calculated. The calculations summed
over all final states and used the full vibrational
and rotational terms. Only spin polarization along
the A and/or B axes were considered. In these calcul-
ations, the effect of the energy of the promoting mode
was probed. The function F(E) is shifted up or down
the energy scale by the energy of the promoting mode -
in the final state. The excited ensemble thus views
an entirely different set of final vibrational states
with correspondingly different coupling strengths.

The first two sets of calculations used the same

promoting mode as that of the 8(big)§ calculation,
1

It was a 2(b2g) mode with a frequency of 422 cm~
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The first set of calculations considered spiﬁ

polarization along the B axis. Spectra of kzr, ki

and

¢e along the rotational contour of the origin are
shown on Figs. 77, 78 and 79, respectively. The kzr
spectrum shows moderate structure. The radiative rate
spectrum shows a peak around the absorption maximum.
This corrgsponds with the experimenta; observations.
The quantum yield spectrum, however, is quite flat
around the absorption peak and corresponds poorly with
experiment,

The next set of calculafions corresponds to spin
polarization along the A axis. The calculated spectra
are shown on Figs. 80, 81 and 82. The k:r spectrum
decreases almost monotonically from the blue to the red
over a range of about 5 cm-i. The radiative rate
constant peaks at the absorption maximum but the
quantum yield shows an almost monotonic increase from
the blue to the red.

The set of calculations showing the best correl-
ation with experiment assumed a B axis spin polarization
and a promoting mode frequency of 522 cm-i. The

spectfa of k2 ’ k°
nr r

and ¢ € are shown on Figs. 83, 84
and 85, respectively. The kzr spectrum shows a local
dip around the absorption maximum. The radiative rate

constant decreases slowly from the blue to the red and

the quantum yield peaks around the absorption maximum.
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The set of calculations showing the worst cofrel-
ation with experiment assumed a B axis spin polariz-
ation and a promoting mode frequency of 5622 cm-i.

The calculated spectra are shown on Figas. 86, 87 and

88, 1In all spectra, virtually no structure is observed.
This calculation demonstrates that, in spite of a
strongly fluctuating vibrational functiem F(E), it is
still possible to excite regions whicﬁ show a constant
average lifetime and lifetime dispersiom. Thus, the
experimental observation of no structure does not
necessarily imply that there‘is no struecture on the
microscoepic level,

The last set of calculations assumed A axis spin
polarization and a2 promoting mode frequemcy of 722 cm-l.
Spectra of kzr’ kﬁ and ¢° are shown on Figs. 89, 90
and 91, respectively. The average non-~radiative rate
constant shows a maximum at the rotatiomal origin. A
lack of structure in k_ indicates that lifetime dis-
persion is constant. The quantum yield spectrum
peaks near the absorption maximum and eerrelates quite
well with the experimental observations.

These calculations show that the promoting mode
energy is a very important parameter in non-radiative
rate calculations. Variation of only a few hundreds

of wavenumbers completely changes the observed structure

along the rotational contour.
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For any given promoting mode energy, the spin
polarization in the final state also introduces large
changes in the calculated non-radiative rate constant.
This comes primarily from the change in the rotational
selection rules from Hzo which allows only 4K = 0 to
Hﬁéy which allow only A K = *¥1. The change in selection

rules affects not only the rotational factor but also

the vibrational factor through energy gap branching.



Chapter XV
Conclusion

The experimental measurement of lifetimes and
quantum yields along the rotational contours of several
vibrational bands of naphthalene,h8 revealed that the
excited state decay processes are dependent on rotat-
ional state selection. To a very good approximation,
the radiative rate constant can be considered indep-
endent of rotational excitation for a given vibrational
level. Thus, the observation of structure in quantum
vields and other obserfables must be related to the
non-radiative rate constants.

A theoretical description of the decay of the
ro-vibronic levels was based on several factors.:
First, the egcitation of many levels required the
solution of a Master Equation to describe the decay
of the ensemble after pulsed excitation. The input
parameters required by the final solutions were the
microscopic populations and rate constants., Excited
state populations were calculated by techniques similar
to those used in band contour analysis.

The derivation of a model of non-radiative decay
which included the effects of rotational selection
showed that the rate constant expression for IS5C
derived in earlier models must be modified by the

inclusion of a rotational factor similar to the dir-
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ection cosines of optical spectroscopy. In addition,
rotational energies must be included in the energy
matching condition for initial and final states.
Calculations showed that both of these were critical
additions to the rate constant expression.

Model calculations employing the full Master
Equation solution for two quite different vibronic
origins lead to several important conclusions, First,
even upon excitation of many ro-vibronic levels, the
ensemble observables can vary strongly as a function'
of excitation energy. The fluctuations are smoothed
out only in the limit of broadband excitation but do
not average ouf to the value given by the neglect of
rotational factors.

The structufe in ISC depends strongly upon the
electronic spin-orbit matrix elements. This comes
from the 4 K selection rules implicit in them.
Variation of the promoting mode energy completely
changes the structure along a rotational contour.
This is in sharp contrast to saddle point methods
for which the promoting mode energy is not a critical
parameter.,

The experimental and numerical results reported
here support the view that there is a strong rotational
dependence in non-radiative processes. This puts

non-radiative processes on par with radiative processes.
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Both depend upon the nature of the states which are
coupled by an interaction operator and all states of
the molecule -~ electronic, vibrational, rotational and

spin -~ play an important role in the transitions.
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